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Global Tomography with Irreguiar Parameterisation
(Towards regionalised travel-tiime corrections
for body waves)

Olafur Gudmundsson’
and
Malcolm Sambridge

Introduction

Global models of velocity heterogeneity have emerged in the past decade which show
significart deviations from spherical symmetry in Earth’s structure. As the quality of
data and their coverage increases more detail is included in the models Global
models currently claim to resolve structures as small as 1000 km in lateral extent, but
regional models resolve structures to considerably smaller scales, ie. a few hundred
kilometres. The strength of heterogereity in the models, 1.e. the peak-to-peak variation
of velocity, increases as more detail is included. The swength of heterogeneity in the
P-wave velocity field reaches £5% at the top of the upper mantle at the scales which
are resolved regionally. It is clear that such strong heterogeneity will significantly
affect the travel times of the body-wave phases most commonly used in earthquake
location. Accounting for this effect can therefore significantly improve the quality of
event location which is of obvious importance for nuclear monitoring.

It is clear from models derived from body waves and surface waves that the level
of velocity heterogeneity in the Earth vares dramatically with depth and is strongly
concentrated in the top 300-400 km (e.g. Gudmundsson et al. [1990]). Most of the
effect of structure on travel times is therefore due to structures at relatively shallow
depth through which teleseismic body waves have a relatively simple ray geometry
(stecp). The image of upper mantle heterogeneity that has emerged is one that clearly
correlates with the overall tectonic processes on the surface. Young oceanic regions
have a low velocity as do regions beneath tectonically active continents, while old oce-
anic regions and old stable continents are underlain by a mantle of high velocity.

Accounting for the effects of velocity heterogeneity on travel vmes and thus
event location must include the main features of the velocity structure and remain a
simple procedure in order to be implementable. We attempt to meet these prere-
quisites with the following strategy:

We use the higl level of correlation of global velocity models with surface tec-
tonics to define the main features of Earth stucture. A detailed regionulisation
defines irregularly shaped bodies on the Earth's surface which in turn define
discrete model parameters. With irregular sampling of the regionalisation we can
represent irregular bodies and variable scales. The sampling is dense where
needed (continental margins, island arcs and tectonic continent), and sparse where
that suffices (intraregional, oceanic).
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We use Delaunay tesselation and Voronoi cells around each sample of the region-
alization to define discrete regions belonging to the various tectonic types. This
allows us to collaps the number of parametres needed tp represent the complex
regions significantly. Efficient algcerithms are available for navigation and book
keeping in an irregular grid (Delaunay tetrahedra or Voronoi cells) (Sambridge et
al., 1995).

We use a select data set of travel times from well located events and nuclear
explosions in order to allcviate the mapping of mislocation into structure. We
invert these data for an uregularly parameterised, regionalised upper-mantle
model (RUM). Qur objective is not to find the best possible model, but to find
the simplest model that still contains enough information about structure to be
useful for generating corrections to travel times used in event location,

Teleseismic travel times can then be corrected for this model by a relatively sim-
ple look-up table based on a tabulation of the tectonic regions in which stations
and events fall.

Method

Figure 1 shows our regionalisation. It is primarily based on maps published by
Sclater et al. (1980) and Jordan's (1981) GRT1 regionalization, but also incorporates
information from e.g. Miyashiro et al. (1982). Eight tectonic regions are defined. The
ocean is divided into three age provinces, the same as the GRT! s gionalization of Jor-
dan [1981). This regionalization has a resolution of two degrees compared to five
degrees i1 GRT1. The continents are divided into 5 regions according to age, {our
regions of low volcanic and earthquake activity, in addition to a region termed tectonic
continent where activity is high. We have termed the regions Young Continent,
Intermediate-age Continent, Old Continent and Ancient Conunent. The chosen age
boundaries are listed in Figure 1 and were selected by comparing the age zonation of
the continents with tomographic images of the upper mantle (c.g. Woodhuuse and
Dziewonski, 1984). We have perhaps unconventionally termed the lceland-Faeroe-
Greenland ridge continental because of its highly anomalous crustal thickness for oce-
anic crust (25-35 km according to Bott and Gunnarson, 1980).

The regionalization is reprecented by 16200 paiameters. Roughly a quarter of
those are selected to parameterise the boundaries between the regions (4100 parame-
ters). The boundaries are all parameterised with a two-degree resolution except the
boundaries between oceanic regions. Thus, the density of parameterisation is high
where we expect potential sharp contrasts, ie. continental margins and boundaries
between tectonic and atectonic regions, and low where we don't, i.e. within the oceans.
Figure 2a shows the Voronoi cells around the selected samples of the regionalization.
The figure contains about 4100 Vorcnoi cells. We reproduce the full complexity of
the regionalization in Figure 1 with only about a quarter of the number of parameters
in the original (see Figure 2b). Each Voronoi cell is taken to encompass a region of
uniform velocity at each depth. 'The regionalization is extended from the surface to a
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depth of 660 km to span the whole of the upper mantle.

Subducting slabs are significant structures in the upper mantie which are clearly
oblique and cannot be included in a two-dimensional regionalization as above. Most
of the earths seismicity occurs in or around subducting slabs. Slabs are thus likely to
strongly affect travel times in general. We have included oblique slab siructures in our
parameterization of the upper mantle as the ninth region. First we contoured slab-
related seimicity world wide. Examples of slab contoures are presented in Figure 3a
for the slabs of the northwest Pacific and the Tonga/Kermadec slab. The contours are
drawn at fifty km depth intervals and such that they lie near the top of the seismogenic
region. We used the relocated NEIC catalog of Engdahl, van der Hilst and Buland to
define the seismicity. The catalog is not complete and contains significant gaps which
are difficult to interpret. Such gaps are not interpolated if they exceed a few hundred
km in size. The slab contours obviously do not define a slab where there is no seismi-
city. It is difficult to invisage the thermal anomaly of a subducting slab to terminate
as abruptly as the seismicity i1 -many places. Thus our model of slabs is likely to be
incomplete. However, slabs are defined where we most need them, i.e. where the
earthquakes occur for which travel-time corrections are needed.

The slab contours define a surface when interpolated which we take to define the
top of the slab (or what used to be the top of the oceanic lithosphere before subduc-
tion). We then define a complimentary surface assuming the slab 1s 200 km thick.
This is a simplification of slab geometry, particularly at depth. Projecting the original
surface 200 km along its local normal results in the folding of the original surface.
Such folds were siniply edited out interactively with a graphics tool. We sample the
contours discretely at a spacing of about 10 km. OQur samples are not internal to the
slabs as we define them, but on their surface. Thus constant velocity Voronoi cells are
not suitable to describe their complex gsometry. Instead we place the slabs in a global
coordinate systermn and construct the three-dimensional Delaunay tesselation for the
23,000 slab samples for all 24 individual slab structures, Those Delaunay tretrahedra
which join the phases of the same slab structure then define the volume of slabs in the
upper mantle. Two examples are shown in Figures 3b and 3c. Those are two of the
larger and deeper slabs which display significant complexity in their shape.

In summary the parameterization of the upper mantle consists of two distinct ele-
ments: Delaunay tetrahedra to dc e slabs and a two-dimensional grid of Voronoi cells
to define tectonic regions. The slabs are overlaid on the regionalization. To determine
which type of environment a given point (along a ray) is in we first evaluate if it is
within a slab. If it is not, its position in the regionalization is determined. These tools
allow us to represent complex structures efficiently and economic algorithms are avail-
able to locate any arbitrary point in the uregular grid.

We use a select date set of travel times from well located events and nuclear
explosions in order to alleviate the mapping of mislocation into structure. The events
are the 105 events of the test-data set used by Kennett and Engdahl (1991) supple-
mented with 92 Jarge earthquakes to get a more even sampling of the globe and the 9
tectonic regions. The criterion for the selection of these events was that they be
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recorded by a large number of globally distributed stations. Their locations are taken
from the relocated NTAIC catalog of Engdahl, van der Hilst and Buland (1996) where
they have reassociated ISC data, included pP and pwP phases in the location, used
TASPO1 (Kennett and Engdab' :391) and subjected locations to stringent fitness cri-
teria. We use only teleseismic I’ an' PKP amrivals (first amrivals) and picks reported to
the ISC as impulsive. We invert these data for an irregularly parameterised, regional-
ised Earth model.

Figure 4 shows a map of the 197 events used together with the rcgionalization.
The events are grouped into ihree categories. First there are 21 nuclear and chemical
explosions displayed as white stars in the figure. Then there are 39 earthquakes which
aie well located with local observations in a local velocity model. They are displayed
as white dots. The remaining 137 events are located using teleseismic observations.
The locations for the 21 explosions and 39 well located events are taken fixed. For
the remaining 137 events we use locations from Engdahl et al. (1996).

We refererence travel-time residuals to AK 135 (Kennett et al,, 1995) and reasso-
ciate all impulsive picks reported to the ISC for the above events. We find a surpris-
ing number of events with a significant mean residual. This is surprising because
AK135 is almost identical in the mantle to IASPS1 which Engdahl et al. (1996) used
for their locations. The explanation must lic in a difference in data selection. We for
example include PKIKP and not pP. We do not associate pwP. The large number of
events with a significant apparent origin-time shift led us to allow origin time to be a
free parameter in our inversion for regionalized structure.

Results and conclusions

We solve a linearized inverse problem. A higher order approach is not warranted
because ray bhending critically depends on velocity gradients which are artificially
represented by our parameterization. We sample depth ten times at 66 km spacing and
scek 9 independent velocity profiles, one for each of the eight tectonic regions as well
as slabs. We use a standard damped-least-squares inversion procedure. In regions
with limited depth distribution of sources teleseismic rays give limited depth resolution
in the upper mantle. We cannot well resolve ten independent parameters except in
subducting slabs, where there is a distribution of events in depth. Since the level of
heterogeneity in the upper mantle is strongly concentrated near the surface (e.g. Gud-
mundsson et al. 1990), in the top 300-400 km, we have projected the depth profiles on
to a set of 4 Gaussian basis functions which are not alloved to put structure in the
| »wer half of the upper ma tle. This i1s with the exception of slabs which are allowed
to have structure to the base of the upper mantle. The result we present are
moderately damped. An undamped inversion allowing for 10 idependent depth
parameters in each region achieves a 19% variance reduction. Limiting the degrees of
freedom to four per region via the Gaussian basis reduces the variance reduction to
16%. We have damped the solution to yield a variance reduction of 14%.
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The results of inversion are shown in Figure 5. Each profile represents a given
tectonic region. The curves have error bars equivalent to one standard deviation
assuming that the error variance of the data is about 1 second (Gudmundsson et al.
199G). The results are encouraging. Slabs appear as a continuous fast anomaly
throughout the upper mantle except at the top where we have tectonic crust rather than
a true slab and where the result is probably affected by the slow mantle wedge. The
amplitude of the slab structure is 2-3% velocity perturbation. This is assumed to be
uniform over a thickness of 200 km and would thus be consistent with a peak periur-
bation in the core of the slab of 4-5%. Other features of the results are also cncourag-
ing. The oceans are slow with old oceans developing a fast lithosphere. Tectonic con-
tinent and young continent are also slow and essentially indestinguishable while
intermediate-age continents have developed a fast lithosphere. There is no resolvable
structure underneath old continents suggesting that AK135 (and IASPS1) are represen-
tative of continent in that age range. Ancient continents arc fast, but not to a great
depth, only about 200 km. It should be noted that we have not corrected for crustal
structure so the model should be interpreted to include crustal signature. We refer to
this model as the RUM model (Regional Upper Mantle).

Our procedure of data reduction concludes with the calculation of station correc-
tions {where sufficient numbeis of picks are reported) computed after correction for the
above model. We can then divide the reduction process into three steps: relocation
(origin time), regionalized tomography, and subsequent station corrections. Table 1
summarizes the variance and mean reduction achieved by these three steps in the
analysis. Relocation accounts for much of the variance (more than 50%). The struc-
tural nmiodel achieves 14% variance reduction. It 1s worth noting that we work with
individual observations and have not subjected the data to any averaging procedures
prior to inversion (such as summary rays) Finally, station corrections accomplish a
16% variance redauction. This indicates that our model leaves significant structural sig-
nal in the data. Histograms of residuals before and after analysis ar¢ presented in
figure 6.

Figure 7 presents the results for the station corrections. Clearly a significant sig-
nal is left in the data after inversion for regionalized structure. Note for example that
a fast anomaly remains within the Laurentian craton. On the other hand the African
cratons are left with slow anomalies. Some tectonic regions are left with systemati-
cully fast residuals while others are slow. Clearly all regions of the same type are not
the same. OQur parameterization ir effect imposes complex spatial constraints on this
inversion for up;-er-mantle structure which we can think of as a priori infor.ation, ie.
the presumption that the upper mantle can be regionalized as we have done. The sue-
cess of the inversion justifies thosc constraints. The remaining station residuals point
to the faci that this regionalized description is not complete, however, and that on
crder of half the structureal signal in the data is explained by it.

We have described upper-mantle structure with 23 degrees of freedom and
manage to explain about half of the apparent structural variance in travel time data.
The data are individual, not summary ray data. Preliminary resuits from S-wave
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residuals give results similar to the ones presented here for P-wave velocity variations.
b
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: Variance and mean reduction N
mean variance variance v B
[s] [s2]  reduction | | '
-4 «
Initial 1.18 4.30 1
| After relocation 0.69 1.99 54% | '
b After velocity perturbation 0.19 1.71 14% |
After station correction 0.04 1.44 16% | o,
Statistics of travel-time residuals at progressive stages in the
analysis. Much of the variance of the data lies in earthquake '
mislocation. A significant level of variance reduction is |
achieved by the modeled velocity perturbation although no e

averaging [e.g. summary rays] has been applied [we use
individual residuals]. The variance reduction achieved by
station corrections is probably due to structure which is
either on scales smaller than allowed for, or which reflects
inconsistencies between regions categorized as of the same

:fi_,; tectonic type [see map of station corrections].
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Ellipticity Corrections for Seismic Phases ?
’ ey
B.L.N. Kennett & O. Gudmundsson, ¥ i
’ Research School of Earth Sciences The Australian National University Canberra ACT 0200, Ausiralia l i-‘-'
. ' :

SUMMARY
; The advant of broad-band seismology has meant that use is being made of a .
X wide range of seismic phases for many of which ellipticity corrections have L]
not been readily available. In particular, when many seismic phases are used
in location schemes, it is important that the systematic effects of ellipticity are
included for each phase. ,
‘ An efficient and effective procedure for constructing ellipticity corrections is b -‘._';:
‘ to make use of the ray-based approach of Dziewonksi & Gilbert (1975), as ':_
reformulated by Doornbos (1988), in conjuction with the rapid ~valuation of ‘
travel times and slowness for a given range using the tau-spline procedure of ) °®
puland & Chapman (1485).
Ellipticity coefficients have been tabulated for a wide range of seismic phases .
and are available in electronic form. The ellipticity correction procedures have
been extended to include an allownance for diffraction phenomena e.g. Py, )
Saint difiracted along the core-mantle boundary. Corrections for additional "'..
phases can be generated by building the ellipticity coefficients from suitable
combinations of the coefficients for different phase segments. ’
Key words: Ellipticity corrections, travel times '
' Running Title: Ellipticity corrections for seismic phases ‘ 2"1,
[ ]
b
.
]
[ Y




2  B.L.N. Kennett & O. Gudmundsson
1 INTRODUCTION

As methods for the delineation of the three-dimensional structure from seismic arrivals
have been developed, a wider range of seismic phases have begun to be used. It is
important therefore that the influerce ot the ellipticity of the figure of the Eartl, on
seismic travel times be taken into accouhttin a comparable way for each seismic phase.
The same need arises in the exploitation of later seismic phases in rapid earthquake
location using a sparse global array; the systematic etfects of ellipticity must be mnc'uded
for all phases used in the location procedure,

The normal model for the calculations of travel times for seismic phases is 10 use a
spheri-al carth with a radial distribution of velocity; aspherical effects are then included
via a perturbation treatment. An important component of such asphericity arises from the
ellipticity of the figure of the Earth. The resulting influence on the travel time of a seisnuic
phase will then depend oo the location of the source and receiver points, rather than jusi
the epicentral distance A between them. For a source at co-latitude 99, and a path with
adzimuth € to the receiver (measured clockwise from North), Bullen (1937a) introduced
triple entry correction tables & = St(&, A, T) to evaluate the cllipticity correction for P
waves; these were later extended to polar latitudes (¢f Engdahl & Gunst, 19606),

Dziewonski & Gilbert (1976) have developed an elegant representation of the influence
ol clipticaity on travel times and have demonsurated the significance of source depth, z,,
in determimne the appropriate corrections. For a seismic phase the correction can be
built up from three sphierical harmonic componenis of order 2,

ot = L T (2., AVPs i (Cos g cos m . (.1
m 0

The cocflicients oy, (25, A) represent vay-path integrals in terms of the radial velocity
distribution v(r) as an integral over epicentral distance, Introducing X, ¢ as a scaled
associated Legendre function,

A tth) P tcos 0), (1.2

Ri

the coeflicients gy, (25, A) take the form

A . )]
oy, AN - LJ dm}"(r)(—]}—((r),\,,,((’)
P Jo dr
, RO , PR
>ﬂic:\n1(())l(”k}7h) J g L’l%(l\m(“)‘»(f}', - ]7“) ’ )g(]{)
1 ] A A
wlhere
nery - viri/ry, (1)

p is the ray slowness, ¢(r) is Earth's ellipticity of figure, and the effect of source depth
is implicit in the dependence of 7 on ¢ along the ray. The summaiions represent the
influence of discontinuities in velocity (v) in transmission { /) and reflection (k). Doornbos
{1988) has shown how the integrals for g,,(z,,A) can alternatively be formulated in

terms of integrals over radius without sacrificing the convenience of the representation
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(1.1). Note that the ellipticity coefficients were designated by T, by Dziewonski & Gilbert
(1975), we have changed to the notation o, to avoid conflict with the well established
usage T(p) for the delay time which is also used in section 2.1,

Dziewonski & Gilbert (1975) presented a tabulation of ellipticily corrections using the
om (25, A) formulation for the phases P, PcP, PKF qwpuedf). S, S¢S, SRS using the pem
model of Dziewonski, Hales & Lapwood (1975). Corrections were given for depths of 0,
300 and 650 km. The perturbations in travel time are fortunately relatively insensitive to
the particular velocity model which is employed. Kennett (1891) extended the oy (2, A)
tabulation using the iasp9l model of Kennett & Engdahl (1991) to include a finer
tabulation in depth (2, = 0, 33, 50, 10, 200, 300, 500 and 700 kin) and additional phases
SKS (et ScP and SKP.

In this paper we demonstrate the convenience of combining the Buland & Chapman
(1983) tau-spline procedure for calculating travel times, as used by Kennett & Ingdahl
(1991), with the Doornbos (1988) calculation of the oy, ellipticity coefficients using
vay integrals. An extensive range of ellipticity coefficients have been tabulated and are
available in electronic form. The correction procedures have been extended to include an
allowance for diffraction phenomena, as e.g. at the core-mantle boundary in Par, Scht -
Turther, we demonstrate how to combine the o, cocfficients for ditferent phases to
produce corrections for cases where the coelficients have not been to lated,

2 ELLIPTICTTY CORRECTIONS

in terms ol the gy, (2, ) coetiicients the exphcil representation of the tune correctuon
1o be added to the value calculated for a spherically symmetric Earth model is

Sz 80,0, 0 LU 308 280) o2y, A)

+ »‘.;,'i sin2¥%gcosC Uiz, A)
32 - :
s S cos 200 (2, ), (2.n

where, as before, 8¢ is the epicentral co-latitude, A is the epicentral distance, s the
azumuth from the epicentre to the receiver, and 2z, is source depth.

2.1 Ray based corrections

Doornbos (1988) has presented an effective algorithm for the compuiaiion of the oy,
ciliptiienty coefficients which depends on a specification of the ray paviuneter for any
particular phase. This approach is based on compuiation of ray wmtegrals for fixed
slowiless and in consequence needs to be coupled to an auxiliary routine i correc.ions
are 10 be produced for fixed epicentral distance, A.

Buland & Chapman (1983) have introduced the tau-spline method for rapid
construction of travel times as explicit functions of range. This method is based on the
properties of the delay time 1

w(p) = T(p) - pAlp). (

re
ne
—

3
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The stationary values of
O(p,.x) =T1(p) + px =T(p) + pix - Alp)] (2.3)

correspond 1o geometrical arrivals for the range, x. With a tau-spline representation of
T(p) for each travel-time branch the condition Z8(p, x)/dp = 0 leads to the solution of
a quadratic to find the slowness, p., and then a rapid evaluation of the trave! time for
range x {rom

T(x) = T(p<) + paX. (2.4)

The tau-splines can be established for many phases at a time by using a common slowness
discretisation and the superposituon ot T segments for different ray segments. The
appropriate soltware has been widely distributed with the release of the iasp91 model
(Kennett & Engdahl, 1991) and can be readily adapted to different radial velocity models.

The outpat from the Buland & Chapman (1983) algorithm is ideally suited for use with
Iyoornbos' (1988) ellipticity corrections since the slowness is known explicitly for a given
range and phase specification. Thus, provided a ray description is available, the ellipticity
coetficients, oy, can be ealcnlated rapidly and a cross check made of the accuracy of the
calculation by comparison of the estimated and desired range. For the model k135 of
kennett, kngdahl & Buland (1995), which is specified by linear gradients in radius, the
convergence is better than 0.025° for all the major phases.

This combimation of ray algorithms has been used to develop an extensive set of
ellipticity corrections in the form of ¢,y coefficients as a function of depth, =, and range,
A (o Tahle 1Y Theen corpectinne aes penilphle jpy eloaciyorie form o ¢ vmitad i Amsengdiy
B.

In the application of such ellipticity correcuions care must be taken where interpolation
Is applied to eonsure that the corrections coresspond o the same class of propagation
path. It is important to separate the upgoing P and 5 waves {rot deep events (Pyp, Syp
i Table 1) from the main P and § which have a separate ray specification.

As noted by Dziewonski & Gilbert (1976) the ellipticity corrections lor I’ and 5 phases
having comparable paths scale very closely with a constant of proportonality which
varies [rom L8O to 1.834, i.e. 1.82 = 0,015, despite the considerable variation i the
ratios of £/ 1o § wave speed with depth. The constant of proportionality is very dose to
the value 1.8 proposed by Bullen (1937h). The simple rescaling works well for mantle
phases, such as Pcl” and Sc$, but cannot be applied where the propagation paths have
cudlerenit character, as e.g. core phases such as PAP and SKS.

2.2 Diffracted phases

The ellipticity coefficients for a diffracted phase can be determined from the values
at the grazing point on the appropriate interface. For a given source depth, zg, and
epicentral distance for the grazing ray, Ay, we construct the coefficients for the grazing
ry: 0§ (20, 8g), 07 (25, 0g), 0524, A).

As detailed in Appendix A, the elliptic ty coefficients for diffracted waves are specified
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by two integrals along the upward leg of the grazing ray:

A L dy
vo- L ydOcosZan"gL
P Ja. dr
. \ 127 S 5 17277
- i ecosEG[(r]‘—p“) ] t?_ ecos?é)[(n;—p‘) } , {2.5)
) S i
A )
Vo= ljydt)sim@fr}}g—\—-
P Ja, dr
< ) 2 127+ ‘( P ’ K ed 2t o
- esin'.ZO[(rr—p*) ] :}_Iwesm.l()l(n;—p*) ] . (2.C)
T =dy t s

The change in arc length due to ellipicity is second order in ¢ and may therefore be
ignored.

The off, coefficients for the diffracted phase may then be constructed from those at
grazing, o, by

(f(‘,’(:,\-,A_‘, +8) = of(znAy) +sind(XNsind + Y cos ), (2.7)
2

aiftzg dg 2+ ) oz Ag) + :j sind (Y sind - X cosd), (2.8)
K

oz A, + &) = odizaay) - SIS g + ¥ cos ). (2.9)
NS

where o is the arc distance of diffraction. Only two numierical integrals need to be
evaluated to generate the new coeflicients. The integrals X and Y are weakly dependent
on source depth through the variation in epicentral distance of the grazing point,

The set of o coeflicients for Eger and Sgire diffracted at the core-mantle boundary are
ustrated in figure 1 as functions of epicentral distance, together with those for P and
SoAs we expect there is a smooth transition from the phase defined by a geometric ray
to the diffrarted phase. For short diffracted legs a simple extrapolation of the geomeltric
results provides an adequate approximation,

The o coetficients for Py and Sgypr are tabulated in Tables 2,3 in comparable form to
that employed in Kennett (1991) for P and 8,

3 COMBINATION OF ELLIPTICITY CORRECTIONS FOR COMPOSITE PHASES

The form of the ellipticity correction (1.2) is the same for all phases with the coefficients
¢ being the only phase-dependent guantity. Thus, if we can construct the wave path of
a particular phase as a combination of two or more elememtary phases (e.g. PRKP as a
combination of PKP and PcP), we can not only construct the correction for the composite
phase {rom the corrections for the elementary phases, but also construct the o, tables
for the composite phase by a linear combination of the oy, tables for the elementary
phases. Consider, for example, a surface reflected phase with two legs, a and b, where
the point of reflection lies at A, so that the two propagation legs ave (0,A,) and (A, A)
{see figure 2). The corrections could be deterimined by calculating the coelficients for

the A, leg and then intioducing an apparent source at the reflection point to build a

J
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further correction for the arc length A;, = A - A, Alternatively, we can use spherical
trigoziometry to develop an expression for the composite o, coefficients:

o —

O8(25,8) = 08125, 20) +  5(3¢08” A ~ 10 (0, Ap)

3

<.

sin 2Aa01 (0, Ap)
sin? Az0 b (0, Ap), (3.1)

5 ”Kﬂ r..'!

|/
\_~

Oz, A) = 025, Ay) + sin2a,08(0, Ap)

r.

+ €08 2A,07(0,4p)
1sin28,0000, 40, (3.2)

TSI A) - oI, Ay + ‘%sm A,UU(U Ap)

!

+ 4 sm..AuUl (0,Ap)
+ (1 +C0s® A,,)(T (0,An), (3.3)
where
Ap = A - A, (3.4)

The derivation of these expressions is presented in Appendix A.

As a quick check on the composition rules we compared a direct calculation lm the
coefficients for PP at 607, which is composed of twa P legs of 30" each, with the results
from the application of (3.1)-(3.4). The resulting coefficients differ by no more than 0.000
s, which reflects the truncation errors associated with tabulated values.

More complex combinations of phases can also be made by exploitine the linear
superposition of the corrections for different propagation paths. Consider for ¢ unple
PKKI', which can be constructed from the information from PRP and PeP. For a full
propagation path, A, we can build the travel time for PAKP by a combination of two PRP
tegs with the subtraction of & PeP segment:

TR 80 = 1z A+ TR0, ap) - T 0,80, (3.5)
where
R N Y (1.6)

A, and Ay are the are lengths of the two PRP legs which have to be found by matehing
the ray parameter (see figure 5).
The oy, coefficients for PKKP are then to be found from a linear combination of the
coellicients for the PKP and PP comnponents:
MGG a) = oKz a0 4 (B cost A - l)l(r(’“’(() Ap) - ol P, A0
?

= Nrsin2a, oMo a0 - ol 0,80

1o

+ fsm Bal TR0, 8p) — P (0,201, (3.7)

wu.

INK P Wep 1,
ol Mz, 8) = 0¥z, 80+ Nsin2a,08(0,4p)

+ o8 28, oFXP (0, 80) - 0,80
~ fsin28glalXP(0, 80 aT0,480)], (3.8)
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aPXEP(z A) = ab Rz, a0+ Ssin? 8,08100,4)
+ 3sin28q0afRP (0, 8p) - oF€700,00)]
1

4

(1 +cos® A [oFRP (0, A4) - of70,A0)). (3.9

4 D CUSSION

Althougii the significance of the Earth's ellipticity on travel-times has leng been
recognised, applications have been restricted to a few major phases. The extension of
the corrections for diffracted phases and for combinations of seismic phases means that
it is now feasible to generate corrections for most observable body-wave phases.

We hope that the provision of a wide-range of ellipticity coefficients in readily useable
electronic form will encourage the systematic inclusion of the effects of ellipticity in both
regional and global studies.

APPENDIX A: CORRECTIONS FOR DIFFRACTED AND COMPOSITE PHASES
Al Diffracted phases

The geometry of a phase diffracted around a spherical boundary within the Carth is
shown and defined in figure Al. Energy is radiatea downward from the source at S at
a particular angle defining a ray pararneter, p = pg, such that when the wave refracts
toward the boundary it grazes it at point G, an arc length A, away from the source. The
ray path thenreiracts upwards teward point P on the surface a turther arc length Ap from
G. The continuous solid curve in the figure (SGP) defines the grazi.ig ray 1o the boundary.
Some energy may diffract along the boundary from G to tl, where it {s refracted upwards
again to reach the surface at R, an arc length A = A, + Ap + & away from the source. At
high frequencies the diffracted energy is confined to the upper edge of the boundary and
has a predictable travel time, which is constructed by a path integral of the slowness of
the Earth along the path (SGHR) shown in figure Al, albeit not a "ray” pati. The geomeury
of this path and the slowness encountered along it, and consequently the predicted travel
time, will be perturbed by the Earth's ellipticity in @ manner much like a true “ray” path
as formulated by Dziewonski and Gilbert (1976).

We can divide the path SGHR (see figure Al) into three segments, SG. GH, and HR, and
thus construct the perturbation due (o ellipticity by combining three contributions. The
first and third path segments are “ray” paths and may be treated as such usin e results
of Dziewonski and Gilbert (:976). The middle segment, GH, encounters a slowness equal
to the siowness at the top side of the boundary in the spherical reference Farth model
used. It therefore suffers no effect other than that due to change of arc length along the
boundary. This in turn is second order in ¢, the Earth's ellipticity of figure, and may be
ignored. We are then left with the "ray” path effects along segments $G and HR.

Before commencing the derivation from the formulation of Dziewonski and Gilbert
(1976} it is convenient to simplify their result (eq. 1.3) by defining:
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oy L3 dv
flr) = pgr) (Udrem, (A1)

and
127 , 127"
AFI=_{E[<’73—’752) ] } or AFx=i§5{(’72—p92) } } ) (A2)
1 . —J
depending upon the nature of the interaction with the particular boundary in the Earth,
which here is labelled by i. We then have a more compact expression for the coefficients
T

-3
Om2s,4) = J() de(}‘)?\m(-Q) + ZAFH\):[(Q[) (A3)

We can now follow Dziewonski and Gilbert (1976) and write for the diffracted phase:

Ay
oizn Ay +6) = JU dOf(r)Am(0) + > AF AR ()
LSG

+ JA.‘)+6d9f(Y)/\n1(9) - Z AFidm(8¢) (Ad)
Ag+6 R
where A, = &, - Ap is the epicentral distance of the grazing ray. The sums labelled 5G
and HR represent sums over all discontinuities in velocity (slowness) encountered by the
SG and HR paths respectively. The 8; under > i refers to the angular distance from $
along the HR path segment. Note that the HR path is a replica of the GP path shifted by
¢ in angular distance from S. A simple change of variable in the last two terms of (A4) to
2= 0 = § thus transforms HR ta GP and ywe heowe

.A“
Uv‘ril(:.\w-ﬁﬂ +0) = JO dof(rIAm(8) + Z AFiAm(8)
‘ LSG
Ay - )
+ J do’ fir)d, (0 = §) + _\__ AFDN, (0, +8) (A
Aa LGP
Now recall that A,y (0) = —-%Pg,m(COSGL where P» ., are associated Legendre functions

of degree 2. Simple algebra leads to:

At « 8) = Al @) + sind(sindros 28 + cos §sin 28)

>
M@ +8)=A1(0) + /:”j sind(sindsin26 — cos § cos 260)
A%

. . 1 }
A28+ 8) = Aa(0) ~ —=sind(sindcos28 = ¢osé sin20) (AG)

NE)
Thus, if we define:
-2y
X = J dof(ricos26 + D> AF;cos26,
24 iL.GP

and

Ag
Y:JA d6f(r)sin20 + > AF;sin26, (A7)
o ,GpP

)
(8
)
b
)
]
3
b ©
’
’
b
»
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we can write

B
08z A + 81 = jo A0F()Ae(0) + S AFA(O)
1,56

Ag
+ | defAe(8) + > AFA(6))
Su i.GP
+sind(XNsind + ¥ cosd)
Sy .
= [Ta0rman@+ 3 aEM6)

J0

L5P
+sin§(Xsind + Y cosd)
= 0f(z5,84) +sinS(Xsiné + Y cos§) (A8)
and similarly for o¢ and o%':
5
oz, A + 8) = 0 (25, 84) + —7:3_ sind (Y siné — X cos §) {A9)
N\ .
Tz g+ 8) = of (2, A0) ~IT; sind(Xsind + Y coséd) (A10O)
\ D

Note that relative to the grazing ray, the change in the o, tailes is expandable in terms
of sind, where 6 is the arc length of diffraction. Thus, for a short diffraction distance
the o, tables for the diffracted phase are well represented by a linear extrapolation of
uie tables ror the associated geometrical ray. It is apparent in figure 1 that the cllipticity
coeflicients are continuous to first order across the transition from an optical path to a
diffracted path (dashed vertical lines}. It is pussible to show analytically that this is the
case for surface focus paths (S at the surface) and approximnately so in general. The proof
of this statement is beyond the scope of this paper. This 15 potentially useful because if
one has the coefficients sufficiently accurately tabulated for the refracted phase one can
estimate the integrals X and Y from their derivatives.

It is worth noting that while figure Al draws the diffraction boundary near the
core-mantle boundary and our numerical examples are for diffractions around the
core-mantle boundary, the arpuments and derivation above apply to diffractions around
arbitrary spherical boundaries in the Earth. Our derivation holds true whenever the
predicted time of the diffracted phase is constructed by a path integral akin to the path
depicted in figure Al. Th derivation applies e.g. to diffractions off the caustics of upper
mantle wiplications.

It is also worth noting that our description of the diffracted path involves a
high-frequency assumption. High-frequency diffractions decay rapidly with propagation
distance and the travel time of diffracted waves is dispersive, The change of travel time
with frequency can be understood iu terms of a change in the diffraction geometry.
We have not explored the potential deviations from the above derivation due to {inite
frequency.

9
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A2 Composite phases

If we can construct a wave path of a particular phase as a combination of two or more
elementary phases we can evaluate the ellipticity correction for the composite phase
by adding the carrections for the elementary phases according to eq. 1.2 using the
appropriate epicentral distances, colatitudes and azimuths. Because the form of the
ellipticity carrections is the same for all phases we can go further and construct the
tables of ellipticity coefficients, oy, for the composite phase from the oy, coefficients of

the elementary phases. We start by introducing the shorthand:

Gm(0,0) = P2, (cos@)cosml. (A11)
1 K. We can then write the ellipticity correction for the composite phase, §t¢, either in terms
“-'53, of the coefficients for the composite phase, g, or in terms of the coefficients for the

elementary phases, o, and o}, (sce figure A2 for definitions of yeometry):

St = I?U(O.s-Cs)U(g(zs.A)+91(951z_:s)0’1c(25-"-\)+92(95v§5)0"5(zs-ﬁ)
= aol0s, C_{)(T[‘)‘(Zg‘ Ag) +'gx (85, ?SS)U.“(Zs.Aa) + g2(6s, Cs)Uél(Z,\',Aq)
5 = golOp T ol (0, A1) + g1(0p, Tp) o (0,80) + 926, Tp)oF (0, Ap). (A12)

In order to construct the coefficients o3, we need to tran: scribe the terms involving 8,
and ,, which arise through the shift of the origin of the path for phase b, in terms of
0, and Z.. We utilize the following relationships from spherical trigonometry (we apply
the sine and cosine rules to the lefi-hand side triangle in figure A2):

stigy, sty = Sin(T — Zp)/ sin@s = sinp/ sin 6,
Cos 0 = cos e cos Ag + g sindy cos L

cos ), = cos Up cos Ay + sin0p sind, cos p,
from which we arrive at

sinndp Sin & = sin O, sin s

sin0p cosTp = sinAg cos O - cosAg sinf . co i

by simple algebraic manipulation. We can r:..+v rewrite the terms of eq A11 which involve
t, and Cp, the terms gm(6p, Cp), as:

1 . 3 3,
g0llp, Cp) = 7 (1 +3¢0828a)80(05,T5) + == sin248,01 (05, Ts) + ? sin” Aqg2 (05,5,
;”—’5 . 1
gl(o;h gp) = —}‘2— SmZAa!]o(Os.C;) +C052Aag](95|§5) + ESiHZA,Jgg(Ob,{:S), (Al%)
3 1, 1 )
G:200p,Cp) = 5;- sin® Aago (65, Ts) -~ 5 8in24.91(65,T5) + 5(1 +C05" Aq) g2 (05, Ts).

We find that they decompose into combinations of terms g, (8, Ts) with weights which
depend upon the anguilar distance of the shift of origin of phase b from that of phase ¢,
Aa.
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[t is now straight forward to match terms in eq A11 and write the ellipticity correction %)
coefficients for phase ¢, of,, in terms of the coefficients for the elementary phases: 0
1 :
0§25, 8) = 0§ (2. 80) + 7 (1 +3005284)07 (0, 4p) ®
~ 2= 5in28,07(0,Ap) + = sin’ 8,07 (0, Ap)
o P \/§ : b o
8 Uiz, 8) = oz, A) + 5 SIn28q) 0y (0, Ap)
1
+ 08 2A8,07(0,Ap) - = sin2A,07 (0, Ap) ,
. : e V3, b
4 (25, &) = o8(Z5, Ag) + =5 sin” 8407(0, Ap)
: 1 a
; + —1) Sin 28,072 (0,Ap) + (1 + cos”® Ao (0, Ap) (Ald)
Inorder to implement these expressions one needs to match the ray parameters of phases !
a,b, and ¢ in order to determine A, and Ay from A and then the o, tables of phases a
and b can be combined to calculate the tables for phase c.
APPENDIX B: ELECTRONIC FORMS FOR ELLIPTICITY CORRECTIONS '
A Fortran subroutine ellip provides access Lo the ellipticity corrections for a given
source location, epicentral distance and azimuth using direct access tables ol the o,
) coefficients (as specified in Table 1. This subroutine and the necessary direct access
i tuble e11ipcor. tb1 are availabl» using anonymous {ip at the follwing sites: ) e

» the Research School of Earth Sciences, Australian National Universiiy, Cauberra,
Australia: rses.anu.edu.au
o the IRIS Data Management  Cenwe in  Seattle,  Washington,  ULSA.
iris.washington.edu )
o the Nalonal Earthquake Information Centre, U.S. Geological survey, Golden,
Colorado, U.s.A.: gldfs.cr.usgs.gov, directory e11ip

A further program ttimel provides combines access to rapid calcutation of seisnue
travel times, using the akl35 model of Kennett, Engdahl & Buland (1993}, with ellipticity )
cotrections tor the full range of phases in table 1.
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Figure 1. (a) oy, (A) ellipticity coefficients for P and Py, (b) Oy (A) ellipticity coefficients
for § and Saigr.

Figure 2. Addition of ray legs to produce a composile phase

Figure 3. Addition of ray legs to construct PKKP from two PRP segments and PcP.

Figure Al. Ellipticity corrections for diffracted phases

Figure A2. Geometric relations on a sphere for phase addition




Table 1. Ellipticity corrections

e e e e

Phase Amin  Amax
Pup 0 10
P 5 95
i Fart 100 150 )
PR Py 145 178
) PK Pye 145 155
& PK Py 115 180
- PKiKP 0 135
pP 20 100
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[N PPK Py 145 155 \
: PRIy 115 180
pPRIKDP 0 155
p 5 100
SPR Py 145 175
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el 0 90
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1 SSNSar 110 170
' SeN [0} 9o
Pes Q GO
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. PK Spe 130 145
PR Sy 110 180 v

PRESw 215 220
PKKS,. 215 280

I PKKSyr 203 360

SKKS 65 275

SKKSy 200 360

) 40 190

A 130 360 b
= 5P 55 135

rs 90 135

Pns 65 90




Table 2. Ellipuaity coefficients Py
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Table 3. Ellipticity coefficients for Sqirr -
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Abstract

The spectral properiies of upper-niantle velocity perturbations are
controversial  While global .Earth models obtained by tomographic
inversion are characterized by the dominance of long-wavelength fea-
tures, results {rom regional tomograply. and stochastic analysis of
travel tinies suggest the presence of more power at intermediate scales
than predicted by global models, We study frequency-dependent ef- ’
fects of long-period S-wave propagation through random upper-mantle
models with specified spectral properties. Wave propagation is simu-

lated by a finite-difference approximation to the axi-symmetric wave

equation in spherical coordinates. For global models with cyvlindri-

cal svmmetry and constant angular incremers Af the use of spherical § @
~nordinates leads to an etlective lateral grid spacing (arc length) de-
creasing with depth. This is contrary to the ments of global
mod~i~ with low velocities at the top of the maale. which necessi-
tate a dense grid spacing at small depths and a wider grid spacing at
the base of the mantle. We introduce a grid with depth-dependent
lateral grid spacing to overcome this inconsistency. Our simulations
suggest that (1) the properties of power spectra of travel-time residuals s
are frequency dependent; (2) power spectra of models obtained from -
long-period tomography may considerably underestimate the power at

intermediate scales: (3) freuency-dependent effects on the waveform

are sensitive to the scales and amplitudes of perturbations present in ’ ¥
3 the upper mantle.
B
] Keywords: mantle structure. finite differences. S-waves
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Introduction

Determining the spectrum of heterogeneities in the Earth’s wantle is impor-
tant to constrain the Lypes of convection present in the mantle and to under-
stand the origin of modeled seismic-velocity anomalies. Spectral properties
of mantle structure can be estimated from three-dimensional (3D) models ob-
tained by global tomography or they can be estimated directly from ohserved
travel-time residuals. A detailed comparison of power spectra for different
global and regional models can be found in Passier and Snicder (1993). A
discussion of global mantle models 1s given in Ritzwoller and Lavely (1995).

The spectral properties of mantle-velocity perturbations determined by
various methods often differ substantially (Passier and Snieder. 1993). While
tomographic images obtained {rom global-data inversion suggest a sharp on-
set of spectral decay at harmonic degree ! = 8 {e.g. Su and Dziewonski,
1992; Zhang and Tanimoto, 1991, 1993: Pollitz. 1994) results {rom regional
tomography (c.g. Snieder, 1988; Zielhuis and Nolet, 1994; Spakman ot al.,
1993) and stochastic analysis of travel times (Gudmundsson ct al.. 1990;
Davies ¢t al.. 1992) indicate that there is more power in intermediate-scale
heterogeneity than predicted by global inversions. These differences are at-
tributed to (1) varied effects of the inversion schemes (e.g. Laske. Masters
and Zirn. 1994 (2) complexity of the regions where regional tumography is
carried out (Passier and Snieder, 1995): (3) filtering effects of finite-frequency
propagativi; wi travel times (Gudmundsson and Cumimins, 1991).

To understand frequency-dependent effects on the determination of spec-
tral properties we perform full- wavefield calculations for mantle models with
known spectral properties. The numerical method we use is an extension
of the finite-difference (I'D) approach by Igel and Weber (1993, 1996) to
grids with depth-dependent, lateral grid spacing. Jirid refinement near the
Earth’s surface considerably improves the performance of the D algorithin
because (1) low velocities (small wavelengths) at the top of the mantle can
be sampled more efficiently, and (2) higher veledities in . ae fower mantle are

sampled less densily, improving stenity.

The purpose of this paper is to vresent an FD algorithim with depth-
dependent. lateral grid spacing for global. toroidal wave propagation. to dis-
cuss its accuracy, and to simulate frequency-dependent waveform effects for

upper-mantle models with specified spectral properties,




Numerical algorithm

The algorithm presented in this paper is an extension of ihe high-order IFD
scheme of Tgel and Weber (1993) to grids with vertically varving grid spac-
ing. The cqguations of motion in spherical coordinates r. 0. 7 are solved for
wavefields and media invariant in v, thus rotationally symmetric with re-
spect lo the axis § = (. For spherical or polar grids with equal spacing in
the angular domain. the grid is coarse for large radii and dense near the cen-
tre. This is contrary 1o what is required for global, cartesian Larth models.
The velocities near the Earth’s surface are considerably lower than decper
within the Llarth and therefore require dense rather than coarse sampling.
In addition, heterogencitics are clearly strongest in the lithosphere and up-
permost mantle (possibly with the exception of the lowermost mantle, D™)
which consequently should be sampled with a dense grid.

Tueory

Assuming invariance in < the equations for torotdal motion u . are yc.g. Lap-
wood and Usami. 1981)

320 .. 1 do, 3 2
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 being the shear modulus.

Discretization

All space dependent fields - stress, sources, and displacement — ave defined on

a spherical. staggered grid. Staggered grids have been used widely inisotropic
(e.g. Virieux. 1984; 1986) and anisotropic (lgel ct al., 1993) I'D wavefield
calculations. Iu staggered grids, the elements of displacement. stress. and
strain are not defined at the same locations. allowing the first derivatives of
those fields to be cenlered in between grid points. Due to the antisymmetry




of the difference operator. this improves the accuracy of the finite-difference
calculation for a given space increment.

The spherical grid is shown schematically in Figure 1. The grid is defined
between the Earth's surface and the core-mantle houndary (CMB). These
two boundaries are modeled as free surfaces. To implement this boundary
condition, the grid is extended L/2 + 1 points above and below the physi-
cal boundary, L being the length of the FD differential (and interpolation)
operator.

In the toroidal case with constant grid spacing in both the angular and the
radial direction this leads to a consistent scherne without requiring additional
interpolations. However, to link the two domains with different lateral grid
spacing, interpolations are required at or around the depth of the grid change.

The free-surface boundary condition

T = | %}l’i =0 altr = 0637lkm. and r = 330k, (3)
is implemented by imposing syvmumetry of v, and antisymmetry of the o,
component with respect to the {ree surface(s).

As shown in Figure L. the elements defined at 0 = 0 arce the displacement
v, and the stress element a.9. At = 0 the equation of motion s singular
and the displacement field can not be evaluated. However, by symmetry we
impose u, = ¢, = 0. Analogous to the situation at the free surface the grid
is extenaed L/2 01 points wores the beundary 00 Ot Lonndary
condition 1s imposed by anti-symmetry of both stress and displacement field,

The source region near # = 0 is schematically shown in Figure 2. Our
goal is 1o model point-source-like behavior. To achieve this, sonrces are input
al a grid point close to the axis of symiumetry. A directional force would thus
result in a ring source (pure toroidal motion). The radiation pattern of such

a source is unrealistic. Nevertheless, it allows us to study model-dependent

@

wave phenomena where the source radiatjon paltern is irrelevant.

The motivation for changing the angular grid spacing was given above.
Jastram and Tessmer (1994) and Rodrigues (1993) bhoth introduced D grids
with vertically varying grid spacing. condensing the {(cartesian) grid near the
surface by a factor of 3. The stability of explicit F1) algorithms is generally
of the form cm”;;% < const., where gy 18 the maxinmum velocity, and dt
and dx are time increment and grid spaciug. respectively. Depending on
the actual velocity model, the time siep has to be decreased in accordance
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with the change in grid spacing to keep the same level of stability. We find
a change of lateral grid spacing by a factor of 2 optimal {or globai madels
taking account of computation time.

The partial differentials and the interpolations are calculated by high-
order operators of length L. The weights of the operators were obtained
following the approach of Holberg (1987). The time evolution is carried out
Ly a Taylor expansion. Details of this type of FD algorithin applied to wave
propagation on a 3D cartesian grid can be found in Igel et al. (1993). 1n all
simulations carried out in this paper we use 8-point space operators (L = ¥)
for both derivative and interpolation. The time extrapolation is accurite to
fourth order.

Comparison with other methods

Before applying our algorithm to arbitrarily heterogencous models we com
pare I'D synthetic seismograms with those obtained by an crael method
(Direct Solution Method (DSA), Geller et al., 1994: Cumunins et al., 1994)
for spherically symmetric media. The FD grid is divided into two domains
with depth ranges 0-320 km and 320-2891 km, with grid sizes 2018%x 61 and
1028 %512, respectively. The angular domain is 0-7 and the time increment
15 0.3 scconds. The model is the isotropic part of PREM (Dzicwonsii and
Aunderson. 1981). S

In Figure 3 seismograms are compared lor two epicentral dislances at a
period of 20 seconds, The source (toroidal ring source) is at 200 ki depth.
The overall agreement between the entirely different numerical techniques is
excellent. Small phase differences are attributed to the discreteness of the
D grid. which can be suppressed by further grid refinements, The relative
amplitude of the phases as well as the waveforms are well modeled by the
I'D approximation.

How does the grid refinement near the' surface improve the performance of
the I'D scheme? To demonstrate the performance of the snggested algorithn
we undertake a convergence test. We compare scisnograius {rom three dif-
ferent simulations: 1. Reference seismogram obtained with a very dense grid
{7120%1024); II: Seismogramn for a 1024> 36 grid; I11: same as 11 bhut with
a 2048x32 refined grid at the top of the model.

The algorithm allows us to generate a syulhetic Green's function which
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we can later convolve with a source wavelet of the desired frequency band.
In Tigure 4 seismograms are shown for three different dominant periods at a
distance of 60° . At the cousidered frequencies the coarse grid couverges only
at a period of 60 seconds while the grid refinement enables the calculation
of accurate seismograns down to a period of =24 scconds. The inerease of
CPU time for the simwulation of type I with respect to type I was 30%.
However, this increase leads Lo a substantial improvement in accuracy.

A further demonstration of the accuracy is given by a comparison with
ray-Lheoretical arrival times (Wilte et al., 1996) determined for a 2-1) model
with lateral perturbations added to the isotropic part of PREM. The lateral
S-velocity perturbations are shown in Figure 5a. The perturbations are co-
herent down to a depth of 250k where they are tapered to zero. Travel timgs
for the S (Sqir) phase from the FD scismograms were obtained by maximiz-
ing cross-correlation between perturbed and unperturbed seismograms for a
period of 30 seconds. Comparison -of the travel-time perturbalions oblained
he thiese different approaches are shown in Figure 5h. The sampling rate of
the D seismograms is 2/3 seconds and the receiver spacing is 1/3 degrees.
The maximum difference between the rav-theoretical and D wravel time is
21 second,

Since the diveet S (Sgi) phase is arriving at a very steep angle, we expeet
anti-corret e Bnbenag velocity aned travel-tile pertuebation, which can be
appreciated by comparing Figures da and 8b.

The accuraey odour alsorithn: o fur as wavelorme and trave! Gipes are
concerned gives us confidense that we can apply our D method to study
finite-freguency amplitude and wavelform effects,

Spectra of mantle models

The aim of this study is Lo investigate the [requency depeadence of travel
times and wavetorms of S aud S5 waves Tor upper-mantle models with var-
jed power spectra and the implications for the scale of mantle heterogeneity.
A schematic representation of the power spectrum of mantle velocity per-
turbations is shown in Figure 6. The two types of spectra shown in this
Figure (tvpe I and type I1) represent extrcine cases of Passier and Snicder
(1993). They showed that al intermediate scales (1=30) the spectra obtained

by global and regional inversions differ by as much as a factor of 10-30. One ol
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their arguments {or the presence of significant intermediate-scale heterogene-
ity is the complexity of loug-period surface-wave spectra due to nnltipathing
and the associated interference effects,

We generate models with tvpe Tand I statisties shown in Figure 6. De-
tails of the model generation are given in the Appendix. Figure 7 shows
5 random model realizations of ecach spectral type. Clearly spectral tvpe |
contains mainly coutinent-scale leatures while type 11 contains a significau
amount ol energy at scales down two = 00 km wavelength.

To test the spectral properties of the synthetic models we average the

: power speetra ol several realizations for cach type. Numerical tests show
that al least b power spectra ol dillerent realizations have to he suimmed to
achicve an accuracy of 3% for the decay rate. Resalts are shown in Figure
8 The power spectra display the characteristic corner requency and the
spectral decay which was lmposed in the generalion of the models.

2-1) models of S-veloeity perturbations are oblained by superimposing
several lateral 1-D functions weighted by depthi-dependent orthogonal fune
tions. Details about the 2-1) model generation are given in the Appendis,
Sections of models thus obtaiued are shown in Figure 90 The Sovelocity per
turbations for all the simulations described helow are Lapered down to zero
between H00kin and GO0k depth,. Thepe are no lateral velocity perturha-
tivus below 600k depth. Tt is timportant to note that the 2-1 perturbations
vauish near the axis ol rotational svinmetry ¢ - 0 1o avoid focusing, effects,
The pertarbations ave imposed for 0 >107 .

In the following we investigate svuthetic seisiograims obtained for the
iodel types just deseribed. All models have 2-1) 8 velocity perturbations
according Lo spectral types Lor I from Figure 6, 'The maximuom amplitade of
the S-velocity perturbations varies between 0% and 129 (rootancan-square
vitriation between 0 and 3.2%).

Syunthetic scismograms ‘

We enisalate seathetic selsmograms for perturbations of types and [ added
to the isotropic part of PREM with the following sctup.  The mantle is
\ sanpled in depth by 578 grid points. leading to adepth spacing of 5.0k The
upper part. of the mantle (0-320kin depth) is defined on a prid of size 2560 x 64,
while the hottom part (320-2891km depth) is defined ona 1280x 012 grid. We
focus on & and S5 phases, which are frequently used v global tomographic




studies. Seismograms of length 1 howr (12000 time steps with Uime inerement
dt = 0.3s) are calenlated for epicentral distances 50- 150 with a receiver
spacing of 1/3% . Windows containing 5 and S& arrivals are extracted using
rav-Lheoretical travel times. A simulation with the parameters deseribed
above takes =15 minutes CPU time on a 128-processor CALS.

Seismograms for Sgr at a receiver saumpling of 1 depree are showa in
Figure 10 for & dominant period of 25 seconds for epicentral distances 100-
150° . In all shmulations the wavelet is the first derivative of a Ganssian,
The seisimograms shown in Figure 10 were obtained for a 2-D realization of
spectral types T (Lop) and 11 (hotton) for different maxiimmm pecturbation
amplitudes. In the context of seismic-velocity anomalies and their relation to
teetonic features the sinall and large perturbation amplitudes mey represent
regions of ittle (e.g. eratons) and high (e island-are regions) tectonie
1\¢'li\'il‘_\‘.

Concerning the Sgpe phase we can make the lotlowing observations: (1)
Vor tuodel tvpe T the S wavelorm 1 essenlially wndisturbed even for large
perturbations: (2) for model type T the waveform begins fo be affected by
the seattering for perturbation amplitudes greater than 1'A.

Jrom the siune set of seismograms we extract tine windows containing
the S8 phase. These are shown in Figure T For madel ty pe | simitar obsoer-
vations can be made as for the S phase, The waveloron - in the sphervically
svimmetvie case the Hilbert transform of the S phase (Choy and Richards,
1975)  is hardly aflected by the veloeity perturbations even at Lapge pertur
bation amplitudes (129). However, the SS-wavelorms of model tvpe 11 are
severely distorted for perturbations larger than 4%, [t s worth noting that
most of the S8 codain Figure T (hottom) is precursory.

How does the waveform Jistortion depend on the domivant period ol the
wavelet wsed?  For long-period wavelets (75 secouds) the sitnation is quite
different (see Figure 12). Althongh there still s a considerable dillerence
between the two model types. the wavelorms for model type T are mueh Tess
distorted than at a dominant period of 25 seconds. We try 1o quantify this
Frequeney dependent S8 wavelorm distortion in the pext section,

Frequency-dependent cilects

To deseribe the frequency - dependent seadiering effect we process the 58
windows in the following way: (1) Find the time delay 7 of the perturbed




phase with respect to a reference (PREM) wavelel, (2) Correet the time
delay and calculate a scattering index s(7) (normalized root-mean-square
dispacement misfit in a time window of length 27, T being the dominant
period) according to

. XN 1 B (e T = 1) = g (T 1)
‘R(/ ) - [R: Z‘ 0’1—; 2 : f(711[) ] ' (‘1)

9 - u
recelpers tine Uye

This processing is carried out {or the seismograms shown in Figures 11
and 12, for pertods from 20-110 seconds and 50 receivers hetween 507 and
150° epicentral distance. The results are shown in Figure 13, For spectral
tvpe 1 (Figure 13, lell) even for large model perturbations (12%) the aver-
age waveform distortion does not exceed H0%. In the case of spectral type
I (Figare 13, right} there is o rapid increase in wavelorm distortion at a
period of =30 scconds. The convergence of the perturbed and unperturbed
wavelorms s more rapid for models of type 1.

Wonow look af the Trequencey depeirdence of the spectruin of 55 travel
time perturbations measured at the surlace. The model considered is ol
spectral tepe 11 (gee Figure 6). The maxinnuuu perturbation amplitude is
G/ which is a likely underestimate of the strength of heterogeneity in the
upper mantle judged by results of surface-wave tomwography (e.g. Ziellinis
and Nolet, 1991). ‘

The dense and regular receiver sampling (1/3% between H0° and 1500 )
allows us to achieve high accuracy in the travel-time spectra ai intermediate
scales (1< 300). ‘The travel times are determined by maximizing the cross
correlation between perturbed and mnperturbed S5 wavelorme, Travel times
are picked [rom seismograms of three different dominant periods (25,50, and
100 seconds). Fxamples ave shown in Figuee 140 While there ds overall a
good correlation between the travel-time residuads, they tend to he larger
and show more detalls at shorter periods,

To obtain stable vesults for the travel time speclra we suim power spectra
frome 5 different realizations for cach of ‘the three frequeney bands consid-
eredd. The decay rate of the stacked power specta s determined hy fitting
a line through the spectrum belween harmonie degrees 12 20 and [ 300,
The results shown in Pigure 1h demaonstrale a clear [requency dependence,
At high frequencies (dominant period 25 scconds), the travel time residuals

reflect well the properties of the spectram of the nunderlying velocity pertnr
bations. However, already at 50 seconds dominant period the slope of the




.

decay is nearly 2 powers different from the one in the model (see Figure 8).
Furthermore, the spectral corner is shifted 1o lower harmonic degrees, which
is even more signilicant at a dominant period of 100 seconds.

AU L = 100 (=400km wavelength at the Earth's surface). the spectral
power determined at periods 25 and 30 seconds varies by a factor of =10,
This clearly indicates that for the model considered in this example, the
spectra of S5 travel-time residuals reflect the actual spectral properties of
the upper mantle only at periods close to or smaller than 25 scconds,

Discussion and Conclusions

The goal of this study was to analyze full-waveficld, synthetic seismograims
for random upper-manile models with specified spectral properties and o
investigate frequency-dependent effects on waveforms and travel times of S
and NS waves,

The synthetic study we have undertaken is statistical in nature and ve-
auires a muuber of wave sitmulations to be carvied ont in order (o achieve a
stable estimate of spectra. Therefore, an eflicient lorward technigne allow-
ing us to model complete seismograms for arbitrary homegencous struetures
was necessary, Accurate 321 global simnlations withont assunptions on the
amplitude of perturbations are still too expensive computationaliy, We com
promise in using a I'D approximation to the wave equation in spherical ¢o
ordinates where all ficlds are invasaet in @ Tids Jeads toa 2 D problem
which can be solved efliciently on present-day parallel compntogs,

We extended the D algorithu suggested by el and Weber (1995) 1o
grids with verticallv-varying, lateral grid spacing. The grid relinement near
the B s surface is necessary fronn an algorithiic point of view (the are
length or the angular grid increment increases with distance from the cen

“ter of the sphere) and from veloelty model considerations (Jow velocities in

the erust and lithosphere require smwalley grid spacing). The change in prid
spacing has been implemented using a high-order approximation. 'L he rela
tively thin layer (<8 200km) with refined grid spacing leads 1o an additional
30% in computation time (as compared to a simulation withont refincient).
However, to achieve the same accuracy without grid relineiment . simulations
abont four times longer would have been necessary, This is crucial for this
study where the investigation of random structures and their spectral prop

10




erbies requires many situlations Lo be carried out.

The scale of seismic-velocity perturbations in the Larth™s mantle is impor-
tant in many aspects of geodynamics (e.g. mantle convection. subduction,
hot spots, ete). In several studies, conclusions about mantle convection were
drawn from power spectra of global tomographic models (.o, Montagner
and ‘Tanimoto, 1991; Montagner 1991) or evencdirectly fron the power spec-
tra of SS-traveltime residuals (e.g. Su and Dziewounski. 1991, 1992), In
a recent study Passier and Snoieder (1993) highlipted the diserepaney bhe-
tween the scales of veloeity perturbations obtained from global and regional
tomography.

Our synthetic modeling suggests that - as far as &, S8 and S8 8 studies
are concerned  the diserepancies reported by Passier and Snieder (1995) are
at deast in part due to hnite-frequency eflects of wave propagation. I the
fravel-time perturbalions observed at Lthe Barth's surface do not reflect the
scale ol the underlying wantie, it s nnpossible for delay time tomography
tonodel the power spectran f mantle heterogeneity correcthv, Similarly, if
phasc-velocilies imeasured along the Farth's surface do not retleet the details
of the strueture of the mantle beneath, that detail canns Lo recovered by
inversion, Wavelorins and ampliluaes are necessary to model Farth stracture
i detail.

The results shown da Figure Lo oo 0 0 e Pronneney dependent
ellects on the waveforin are sensitive to the seales and amplitades of per
turbations present in the upper mantle, s points wo possible processing
techuiques which should be used in combination with travel time processing,
when estimating the power spectrwm of mantle velocity perturhations, Gud
mundsson (1996) sticlied the elfects of regneney on wavelornn distortion and
travel times, He concluded that  depending on the bandwidth  waveform
distortion could be minor while diffvaction effects on timing are sisnilicant.,
His results and our synthetic modeling sugpest that even tionglr wavelorm
distortion may be signilicant, it may not be clear from a single seisiogram
(eopn Frgure 11).

The power spectra in Figure 1 demonstrate that the characteristics of
the power spectra of S travel-time residuals are strongly [reqneney depen
dent. The slope of decay extracted from the power spectrn varies with the
frequency band at which the power spectrum was determined, For example,
at around £ 100 (=400km wavelength), the power spectimm determined at,
25 seconds dominant period contains around 10 tiimes more energy than the

11




one determined at a dominant period of 50 seconds. This implies that con
clusions on the scale of mantle heterogeneities from long-period seismoprams
may be erroncous if these finit-frequency effects are not taken into account,

Our results sugpest that the travel-time residual spectra determined by
Su and Dziewonski (1992) do not reflect the scale of mantle heterogeneitios,
i part al least due to filtering effects of finite-frequency propagation. and
that the spectra they estimated are compatible with mantie models with
considerably more energy at intermediate scales,

It is unportant Lo note that - sinee our models are invariant in o> and thus
two ditensional  the eflects we described in this paper are conservatively
described. For 3-1D models with the same speetral propertios we expeet the
iiltering eflects Lo be even more pronounced,
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Appendix: Generation of velouty perturba-
tions

We generate 1-D models with power spectral properties saown in Figure 6.
Uising the relation between wavenumber & and harmonic order I AR - 12,
R being the radius, we deseribe the amplitude spectrum as a funetion of
harmonic order. Perturbations are thei calenlated accordiug to the defined

spectrun as follows

(1) generate a random (white) phase spectrum | ~7, 7

(2) modulate complex phase spectrum with predefined amplitude
spectriin Lo define the Fourier spectrum

(3) inverse YT Lo obtain space domain representation

(1) scale to desived maxiimum perturbation,

() inodulate perturbation with a prescribed fanetion of depth.

Choises ol amplitude (power) spectra and the depth modulation are deseribed
in the main body of the paper, BExamples of perturbations caleulated o this
way are shown o Figure 7. (The anadogy in 31 spherical coordinates woukd
b o predefine the spherical-harmonie amplitnde speetrum and distribute
the power within cach degree randoily among, all its orders),

To make the models more realistic, incoherence in depth is introduced,
Lateral perturbations are weighted seith the set ol depth dependent {nnctions

Sz = 10 0

nmws

INBE Hill("}"‘), n= Ldo 2w bl
)
, nwz
IR (‘()ﬁ(**lm Yoo =200, (H)
)
and 21 veloeily perturbations Av, (2. 0) ave olitained as
Avg(z,0) = >_: woda ()1 (5). (6)
n=0

where ¢, (0) are the lateral perturbations, and o, are weiphts, Examples of

2-D) perturbations obtained for the speetrain Figure 6 are shown in Figuree 9.

13




We use

{5) are wy

11 all weights are unity.

5 for all 2-D models. For spectral type I the weights in equation
wy = 1.0, wy = wy = 0.8, wy = w; = 0.4, and for spectral type

14
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Figure 1; Staggered grid used in the FD scheme. At the top of the model the
angular grid spacing A0 is increased by a factor of 2. T'he radial grid spacing
Ar is constaut throughout the grid. The Larth's surface and the CMB arce
modeled with a free-surface boundary condition. At the level of changing » ®
angular grid spacing. L/2 levels of interpolated g, commnonents have to be
added to connect the two domains (£ beiug the length of the space operator).
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Figure 2: ‘The staggered I°D grid close to the axis 0 = 0. The equations of
motion are singular al § = 0. At the axis of symmetry w, = 0 and a,, = 0
are imposed by svuimetry, Note that a directional {orce input at a grid point
(4) next to the axis of symmetry leads (o a toroidal ring source. The grid
is extended L/2 -+ 1 levels beyond 0 = U, where £, is the length of the space
operator, to enforce the boundary condition,
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Figure 3: Comparison of DSM (bold) and I'D seismograms for the isotropic
part of PREM. The dominant period is 20 seconds. Some arrival times of 5
phases are marked by arrows. Top: Lpicentral distance 80 degrees. Bottonu

140 degrees.
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Figure 4: The effect of the change in grid spacing at the top ol the model for
differeni frequencies (25, 35, and G0 secouds dominant period). The source
is at the surface. The model is the isolropic part of PRV Arrival times of
some phases are marked by arrows. Vor cach frequency band three seismo-
grams at an epicentral distance of 80° are shown: 1. Reference seismogram
obtained with a very dense grid (5120x1024); I1: Scismogran for a 1024 x 256
grid; III: same as 11, but with a 20483x 32 refined grid at the top of the model,
The accuracy of the surface waves is considerable iniproved by the grid re-
finement.




"

iR

i

{

i

o

1

e

i

!

i

i

'

) -3 . ri D ]

7 —~ 3 Rl i, W '3\ g a )

] =0 e\ P4 R Ry t 8

| & P \ AR A Booh

. —_ hodod i AR T A A O I AN

3 OB G AA AT A U R

- I N 4 L A VR (PP

i o = 3 R k%

il E=) f V '

o 3] - ]

= 4 - | _ S

E- 3 ra - =

ai e - -

L Mo A

" = ' . /\:\‘ )
SN Y Al A VL L
& YAy : \P‘[\\ \/ A / )
g_4’ Ve Y, k V- ,
= : :

5 160 150
Epicentral distance (deg)

Fignre &0 Top: Liateral velocity perturbations which were added o PRIM

at the top of the mantie. The perturbations are coherent down to o depth

of 250 k. Bottom: Travel thue perturbations for S (Sgpr) obtained by the

Huygens method (solid line, Witte et al,, 1993), and those obtained with the )
I'D method (dots). The sampling of the FI) selsmograins was 2/3 second:s,




;
i
) )
----- < !
o n
B % . I &
a I I
o gl
e Q S
> 3 .. )
a --- Regional studies ?
— Global studies

.. { \ )

‘,
)
: — — . ]
log |
’
Figure 6 Power spectra of lateral \'(!l(n'il.)",])('x'lurlnﬂ ions snggested by Passier
and Suieder (1995) as representative of global tomographic models (type 1
solid) and regional tomographic (aud other) models (type 1, dashed). )
)
)

L




,
Le ®
B e
¢ ®
. )
4 7
[
3 | &)
o
)
5 »
i, ©
o]
oty 5
! T
[}
Q.
S )
a °
Q
E
[
2
S S )
0 40 80 120 160
Epicentral distance (deg) )

Figure 71 Realizations of models of lateral shear-velocity perturbations for
the two types of spectra shown in the previous Figure.




Lo power (madcl perturbation)

1.0
Log harmonic order

Fignre 80 Power spectri obtained by stacking five spectra of the realizations
shown in the previous igure. The cornet of spectral decay and the deeay
rate are well matchied (the error of the slope is <75%).




@

300

6001

Depth (km)

300

600 |

S velocity perturbation

2000km

Figire ' Two-diniensional models Tor tie Gwo types of power spectra, The
perturhatons are limited to the top A00 ke “Top: Gype 1D Boltome type 11

See text for details abont the depth dependenee,

3 Max

min

max

b min




Epicentral distance (deg

Fioure 100 1D setvmoerame Tor the S phice tdominant penod 2 cer

cned g and the PRENT mode] (top felt) wirh heteropencity acrondimme o e

teal tvpes Taad T auperimposed (eightyn, The masimun perarhation 1z 0%
(PREND I SY and 1270 Pactof the s 1 model are showan i the previons
Frenre,




Epicentra!l distance (deg)

ral distance

4
1
S

Epicen

Figure T FD seismograms Tor the S5 phase tdominant pevod 25 wecond::)
atd the PREA mode! trop left), with heterorencity accardine to spectial
tepes Land L superimposed Gight), Sane miodels as in previons Froge,




| LS . 1%,
%//_ M 0 s.:!.vv-!!!-vkvaVVan\\Vvvdvf!- al m s w
i AR e
J J: ? iy SR

° z oz i

2l 5 iz
ST 112 g@%
o/o .vaVvv~vvquvv\vvvvvvvvnyvvavVvvvvvvvanVVVVv . vav.w.!vai!\\VVv > um Plk, .W.n
d / : | m _E _ SRR

T T . 3] T T 5T =

o O @ T =

(Bap) mocm#w_c |esjus2idy PRl

b= ~ 7
«c ST =
o 2TR

\mmE BOUE}SIP _m;cqo_au_

w\ffﬂ.ﬂ.ﬁﬂiﬂ,{.q\v T RS RS
- . e Eod - . o & .




\’3“)
) -
’
&)

)
{os 12
10 |
]

rms difference (%)
(2]

T
= 2
20 40 80 80 100 20 40 80 80 100
Dominant period (seconds) » @
,

Figure 13: The scatiering index s(T) (defined in the test) as a (unction of
dominant period. Results are shown for the two types (1 and 1) of spectra
and different maxinium perturbation amplitude (4. 8, and 12%). Spectral
tvpe Il is characterized by a rapid increase of wavelorm distortion at a dom-

inant period of &30 seconds. ’ ,
]
]




SS traveltime perturbation (s)

b” \“\,

VN

(WA NG

90 110
Epicentral distance (deg)

: S8 travel-time perturbations determined from seismograms of
varied dominant period (25, 50. and 100 seconds) between 50 and 130 degrees
epicentral distance.

The receiver spacing is 1/3 degrees,




Log power Log power

Log power

4... -
_ -1.8
»| Period 25 seconds I_120 | A
| i 1 1
0 0.5 1 15 2 25
' —~— <
5+ i
4.. !
3._ ...
2r Period 50 seconds ]
i N 1 1 i1 1
0 05 1 15 2 25
\\I—-__‘ q. - 1 T
5} i
4». -
3.. .
) -4.2
2F Period 100 seconds | .
1 1 1 1 1
0 0.5 1 15 2 25

Log harmonic order

Figure 15: Power spectra of travel-time residuals determined in different
frequency bands., In each case spectra for 5 random realizations using larth
models with identical characteristics are stacked. The model spectra are as
in Figure 8 (lower). The maximum model perturbation is 67, The spectral
decay deteninined from S8 residuals is clearly frequency dependent.

o
[ ]
@
L1
0

L




6]
Automatic seismic event recognition and later phasce

identification for broad-band seismograms

2y c Z»vy

6.1 INTRODUCTION

The continuous svreamn of data recorded by o modern high-fidelity seismic station
is ouly uscful when the portions of the record associated with different eveuts can
be isolated for further analysis. Subsequent interpretation depends on heine able
to characterise the event generating the pattern of observed arrivals. Withe ol
station network an approximate classification of an evenl in terms of epicential

distance, azimuth and depth can provide a good starting point for refiuciment of

event location (sce e.g Kennett 1095). Particularly for a sparse plobal network.

is planned for the monitoring of a (‘()Il][)L’Cll(!llSi\'L'Ilr_‘.‘il, han treaty, the quality of th
initial location estimate is critical to the quality of event characterivation  In suel
a context it is very important to be able to determine whether the armivals detected
al diflerent stations are likely to have arisen from a single evont or from two or mon
geographically distinet events in a limited time period.

The procedure described here is designed (o recognise the paltern of arrivals as
sociated with an event from a single three-component broad-band record, and to
provide a preliminary estimate of the epicentral distance, depth and azimuth to

that event. The method builds on the work in the previous chapters 4 and 5 where

a7




6.2 Recognition of a setsmic event O~

we have introduced an automatic system for seismic phase detection and analyvsi-
which produces, in real-tine, a stream of phase attributes characterising each d -
tected phase. In this chapter we show how these attributes can be exploited with
the aid of a new automatic reasoning method (the “assumption tree” method) ti
combine the information from many phase detections to forui event segments whici

can then be characlerised in tenns of the properties of the source.

6.2 RECOGNITION OF A SEISMIC EVENT

If we are to be able to characterise portions of a seismic data stieam in terms of

cevenls we must be able to:

(1) recognise related seisiic phases as components of an event, and
(2) provide possible interpretations of the nature of the phases based on their observed

attributes.

As a working definition of a seismic event we have used the expectation that there

will be a number of P phases followed by a number of § phases during « certain tine

witerval (say, 20 mwinules), The proceduies sngeested in chapter 5 provide a mean .

(s
of recognising the character of teleseisinic phases in tenns of P and S arvivals using,

for example, the 77 and § detection scheme based on the relative distribution of the

energy in the waveform between the vertical and horizontal components. However

such o measure of waveforin character has to be supplemented by other attribut

to suggest possible identifications for the seisimic phase. In chapter 5, we haw

(o1

shown how a waveform seginent associated witly a plase detection can be specifie:

i terins of a set of parameters bhased on a model of the scisimic wavelet, These basi
parameters can then be nsed to extract live attributes for each detected phinse

for the 1th phase we would have:

(1) t, - the arrival time
(2) @, - the amplitude

(3) v, - the local frequency

-
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(4) ¢, - the azimuth in the horizontal plane

(5) ¥ - the angle of incidence to the vertical

We can represent the stream of detecled phases as a collection of specification.

phase attributes,

(3} Fn(tn U'n”n@")n 1,/"1)1 F‘f+1(ti'+lyal~~1! Vit t, d)|+1:1/}14 1), ((:.’- )

from which an event is 1o be constituted. Thus if there are N, phases detected f()l. o
presumed event we have a set of 5}, features (5 attributes per phase) as the input
to the classification process.

The pattern classes we have to recognise are seisinic events, aud since differcnt
epicentral distauce or aepth can produce totally different sets of observed phases.
we will endeavour to classify the events by range and depth, Tu ordor to provide o
reasonably compreliensive coverage of possible wavefields we work with 90 possibli
distances (dividing the range from 07 to 1807 into 2° intervals) and a selection of
4 depths (0 ki, 100 kny, 300 km and GO0 ki) as in the tasp91 travel-tine tables
(Kennett 1991), In this way, with 360 pattern classes, we are able to provide @ cling
acterisation into shallow, intermediate and deep events aud to provide a reasonalil:
sampling »f the dependence on epicentral distance.

. The p1Hblem ol evenl recognition can then be viewed as a clssification probien
in a 5N, dimensional vector-space, with 360 possible destination clisses Inoonde
to understand the complexity of this problam we have 1o tecogntse that the poa -
summmarl s extracted from the observed dita iy be distorted due the presones o
noise or incomplete (e.g. the amplitude may lie below the detection thiesioldi b
cach of the 360 patlern classes we can penerate complete informating for en b
the phase attributes {or a broad range of possible phases using the wapd! mod |
However, the NV, phases will frequently represent only a subset of the possible phis

and so we will be faced with a classification based on incomplete data.

One obvious approach to the cvent classification problem would hie to set up 360

model paiterns and compare any set of observed phase attributes with all these




6.9 The use of assumption {recs 10n

model patterns to find the best mateh. The phases associated with o particnla
source depth and distance will have dillerent degrees of ymportance; thus, sonm
phases must be observed for this combination te be identilied whilst others nigh '
or might not be observed, The attributes for cach phase mnust also be regarded o
having diflerences in significance, since ¢ the relative amplitudes of phases will
vary depending on the souwree mechanism. When the compatison bhetween the phaee
attributes and the values for o model source 1= made; the weights and required level
. of it tor dillerent altribntes need to be flexible. This means that there will he o

the order of 3N, x 360 features o be individuslly considered, e, typically several

thousand cases. In addition any modification to the syslem (e, o inerease the '
sampling of the mwodel space) will impose a reconsideration of an alieady comples
alrorithin.
Instead, we employ a new strategy based on “assiption trees”™ which allows the )
progressive inelusion of seismological expertise to Bsolate the most probable comnbi
nation ol epicentral distance and source depth for the available pliase attributes
This procedure pravides aomore pracelal and eflicient procedure than exhinstive '
madehing,
Gt TR USE OF ASSUMDPTION TREES .
6.3.1  Inclusion of seismological expoertise
I order to reduce the computational ellort v puired to lind the approprate soue
distamee and depth, we try to hoild inoae e - amological expertine as possible '
In particulan we need to take account of the way in which the patterns of ser
mologi=al pLases vary with epicentral distanes For example, np to 817 the niages
ohserved phases are 77 and 9, but beyond 81 SRS precedes S and appeius as Un
first phase with an “S-wave” character I othet cases sipnibicant information 1. '
highly distance specific; thus PNRNP has a focus near 1200 whilst near 1327 5K
and RS are usually the Jargest phases in the carly part of the seisimogran.
To order to identify phases, we need information about the epicentral distance, b
b
L4 ® [ ] ® [ » ® [ e




0.3 The use of assumption trees 101

Table 6.1. P-§ modcels and related ranges

D-Sidentity Thue interval range (minntes)  Distance range ()

r.s 2.18 - 10.43 12- 85
I'-SKS 0.37 - 10.65 82- 99
Dan - SKS 0.39 - 10.69 100 - 120
rr. SKS 3.06- 7.22 82 - 129
'Y - PSs 9.20 - 1014 104 - 125 . '
'K’ - SKS 5.81- 1.2] 114 - 143
PKP - SKRS 7.97 - 12.66 126 - 180
PKDP - 55 20.05 - 27.60 136 - 180
PKIND - I'KS 3.35 - 3.60 126 - 141

On the other hand, to obtain the estimation of epicentral distance ftom a single

tecord we hiwe Lo identifly at least two phases - we can then use e differential
time between the identified phases to determive the distance. In order to make the
process tractable we make a set of hypotheses about the identities of two observed
phases. Thus we sclect the fiest “27 phase” and the first ©8 phase” i o sequence
as thie key phages. "Uhe phase charaster assignment will be hosed on measures sueh
e 2wl S s discussed o chapter 50 We then try to associate the pait of phase.
with the most conpuonly observed combinations of 77 and S phases for dilferen
epicentral distance ranges as listed in Table 6.3 The depeadenee of the differential )
tines for these -5 cobinations on epicentral distance and depth are illustrated in
Fisve G0 We e see that most of these pairs of phiases hive sudlicient variation
in differential times to provide sote constraiut on ranee wnd depth However, then
will often he wnbiguity in the appropriate combination of cpicentral distanee anel
depth associated with @ particalur differential time which can only be resolvad T

the matching of other phases in the record.

We will employ this set of nine 72-5 pairs as the first stage of hypaotlhesis testing as
indicated in Figure 6.2, which sepresents the elassification hierarchy, Sinee there is
some degree of overlap between the operative distance intervals for a number of the

1.8 pairs the tree structure in Figure 6.2 1s not a strict classification. The numher »
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of leaves on the tree is actually more than 360, whilst the total nmuber of differeis
pattern classes that they represent remains 360. In the lollowing section we devel
the new strategy of an assumption tree based on the structure dlustiated in Fignr

’

6.2.

6.3.2  An assumption tree

Belore we introduce our “assuuplion tree” we will briefly review the “decision tred”
stratepy which is {requently used in [iuttcm classification. Decision trees use o e
quential decision making strategy to classify a vector of features, AL cach branching,
point in @ decision tree the branch with which the featyure vector will be associated
is determined by the evaluation of a test. A commonly used test is the hyperplan
test (1. Breiman et al. 1984) in which the feature vector ¥ is tested with vespre
(o w hvperplane in noded space. The branch is then deteniined by whicl side of
the hyperplane x lies, leading to a binary tree structure, Building v decision tre:
reguires the construction of appropriate hyperplanes at the branching points,

In our svetenn o nmdli-branch tree is constricted: thiv tree erows it branches o
wosel of asswmptions wre tested and so we call it an San ueption Gee™ s Such @
assumption tree is desigued to deal with a clsification pe Sl i which there e
a muuber of factors to be identified (s:.(‘,u Pigure 6.3).

At cach level of the asswnplion tree, o set of asstinpti o abont o single faeteo
are tested, The sel of stems springing from the saroe Loae Dine paint will oo
the full range of possible hypotheses conuected with this L var Feery bian D
point (node) in the tree has an associaled package of v lomotin AL the o
lovel the information consists of just the observed datie Favery new node in G
asstption tree will inherit all e information of its paren vl melude exr
information, The new information includes the premise which his just been mael-
to produce this node, and the nferences based on the particular assuuplion drawn:

frow the sununary of expert l.nowlglgc held in a separnte knowledge hank. T

information package at a node is examined to look for any contracictory resulls. 1
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6.4 Implementatior of the assumption trce procedure 100

any contradiction is found, the branching associated with the current node will 1.
terninated. Otherwise thie branching process wili continue from the node and allow
the evaluation of further hypotheses. At any node, the new information introduce|
from the knowledge bank may limit the choices for other currently undetermine|
factors. As a result the pattern of branching at a node will depend on the currens
inforination package. When no further assumplions are to be tested we reach a leal
of the tree representing a solution biased on o set of Ly potheses about the factons
deseribing thie data,

The difference between an assumption tree and o decision tree is that at cach
step the decision tree s constructed using a specific decision criterion (knowledse),
vliereas inan asswption tree the construction depends on the testing of hypothioses.
In the decision tree sl.m.l.s-g{.v expert knowledee is nsed to determine which branch v
choose, while in s assimption tree such expert knowledge is applied to terminate
a branch associated with o particular preuse. A decision tree is pre-desioned, s
that adding o new decision eriterion fadditional knowledge) requires modilying the
decision tree and hence modilyving the pattern clissilication proprian with ot
potential side-effects, For the assumption tree proceduse ctaployed & this e
ackding an wdditionad itenn of expertise requires the addition of aonitennm the separat
Kknowledire bhand this process is muech sipler and sadr than reconstoneting th

pProgrram

64 IMPLEMENTATION OF THE ASSUMPTION TRELR
PROCEDURIS
G117 Phase detection and feature extraction
I chapter , we have deseribed a munber of technigques Tor seismic phase featar
extractjon particular for three-component records, Also described is a new technige:
based on a complexity measnre which can detect an inerease in frequency content
for plhinses whose signal-to-noise ratio is less than one,

In the apphcation of these techuiques to the problenr of event identification we try
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to ensure thet the maximum opportunity is made tc extract the relevant phases. The-

first stage uses a detcction system bascd on the compiexity measure {o detect the

approxinate posiiion for a phase package. Then the otiginal + “smogram is divided

o into a number of cegnients which contain different phase packages for each of which
the local frequency can be estiinated as described in chapter 5. Each seismogram

segment is then filtered ‘nto a high-frequency trace and a low-frequency trace with

filter parameters basec. on the local phase {requency. Finally, a set of detections arc
made on beth the low-pass and high-pass filtered traces using adaptive STA/LTA
detectors which combine energy measures on one or more components of ground
tot o with a local frequency analyeis. To simplify the input for event identiication. ]
we choose to detect only the first phase where there are complicated phase packages.

In order to be able to gain reliable information 2bout @ phase we want not only
to de=ct the arrival but also to characterise the phase in terms of a phase vector )
comprising = summary of the iuformation 11 the arrival. By filtering segment by
sezuent we avoid probloins associated with a vide variation between the frequencivs
cn the threc-components and by using o -ommon filtering for all three-components

‘miprove The relinbinty of the phase vactor information

6.4.2 Pieproressing - separating relevant phases ?

T chapter 50 wve have shown that P oor S character can be assired to adetectea phase

baswa on the relative strength of the eneigy on the vertical component compared

+ath the total ene gy on all three components. For a teleseisiic event, a detectod )

phase which has niore than cne third of its total energy on the verlical component
can be recognised as a P phase”, while otherwise it wiil be assigned as an “S phase”.

“ince an evenl un a seismic record can be rece mised as a number of P phases
folloved by at least one S phase ai? possibly a number of other £ or § phases

within a 20 minute winuow, a seismic event ~an be formally represented as:

(an eventy —, (first P phase)(P phase)’(first S phase)((S phase)|(P phase))*, )
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where the notation (X)” means that X may appear many times (including zero
while X|¥Y means “either X or ¥ 7.

This event definition is used to assemble a set of detected phases (and their ass-
ciated parameters) into a list which will be used as the basis for eveut classificati-i

and further phase identification.

G.4.3 Seismic event interpretation

The system of event processing is based on an assumption tree with a similar struc-
ture to that illustrated in Figure 6.2. The assumption trec grows at run time as we
test a set of hypotlieses about the observed seismic phases, branches that lcad to
contradictory results will be terminated and not crow to leaves representing a viald

event classification.

6.4.3.1 Stage 1 - choice of P-S pror

The initinl information package comprises the sot of informatiny an the detecte!
phases at the root node. Nine stens arc then grown to child-nodes represontin:,
different assumptions about the identity of the combination of first I and first &
phases (as indicated in Figure 6.2). The consequences of these assumptions are then
tested against the expert knowledge held in the separate knowledge base.

If the assumption about the P-S phase pair is true, the cvent must lie within the
distance range for this combination (see Table 6.1}, and the diflerential time bevwers:
the first P and the first § must he inside the possible I-& time interval. The possibl:
distance range is thereby redvced fram 0% - 180° to the distance range appropriat.
to the particular choice of phases. The observed P to S differential time can then
be compared with the expected range for this phase combination. If the observed
differential timme does not lie inside the expected range, we have a contradiction

of the assumption about the phase pair, and the branch of the assumption tree is

terminated. The phase pairs in Table 6.1 have some overlap in differential times so
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Table 6.2. P-S pairs and related feature properties for carthquakes

P-§ identity Expected features

r.s The frequency of § should be lower than the frequency of P
P should not be too steep (as PRP):

there should not be any low frequency S phase hefore the S

P - SKS SIS should not bie a higlh frequency phase

Paig - SKS P lias a smaller amplitude compared with SK'S

PP - SKS PP: long period and shallow incidence

rr.-rs I'P: long period and shallow incidence

PRP - SKS PR P: shovt period and steep incidence

PRP - SKKS  PRP:short period and steep incidence

IR - 8§ PKP: short period and steep incidence; $§: long period

PKIKND - PKS  PKIRD: shott period and stec, incidence

The gprrificntine wsteen™ ar wshallew®™ dorends oo the ponareps poclo cfincidonen: the
smaller - dncideme ang e theetesn g R P D DETR D s dhierend For very distant
events for which the incidence angle is very stecp. normally less than 16°. Thus. an
observed phaee shenld Lave i incidence angle smaller than 167 to be matched with
'R P or PKKP. The value of 16° has been obtained by trial and error. and is subject

to further adjustment.

that at most 5 possible assumptions about the P-S phase chiaracter can survive thi-
test.

At this stage we can apply additional seismological information to test the different
premises about the P-S pair. The properties which have employed are tabulated

Table 6.2

2

0.4.5.2 Stage 2 - the depth of the event

At this stage, every surviving first generation uode grows four new stems to chilil
nodes (see Figure 6.2), where each child-node is associated with a different assumy-
tion about source depth. Based on the assumptions about the identity of the .” and
S phases and depth and the observed P-S differenitial time we are able to isolale
a single possible epicentral distance. Nine differential-time tables (one for each of

the P-5 peirs) connect the P to S time interval with epicentral distance. A search




i
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4 P !

in the appropriate table will return the distance which corresponds to the small- -
difference between the theoretical and the observed differential time.

Since we find the distance by table search we do not implement the third gen--
ation assumptions fur distance (indicated in Figure 6.2), aud as there are no mu: -
asswmptions to test, we have reached a leaf of the assumption trec.

\'Vitlh the estimates of the depth and distance, we can compare the patterns of
observed phases with those expected for the nine different asswmptions on the /5
pairs. As described .al')r)'\'e, at the most H models for the P-§ p.air can survive fro:m
the first generation. Once four possible depths are included there would be at most
20 live nodes in the second generation. since 20 is not a large number, the analysis
procedure accepts all the second generation nodes as possible interpretations. anel
then we try to azsess the likelihood of each interpretatinn rathor than look for

contradictions.

6.4.3.8 Identification of other frequently observed phases
So far we have used seismological information on the likely characler of the tv..
main phases (the first P phase and the first § phase) which are required to form
event pattern. For a choice of source distance and depth, we can make use of a «-
of “other frequently observed phases” as summarised in Table 6.3, the arrival tim- -
and other properties can then be calculated.

Then by comparison between the sequence of observed phases (expression 6.1t
and the phése predictions for the asswed distance and depth we may be able 1.
identify phases, and further the presence of expected phases can provide support |
the assumed depth and distance.

Thic speafic choice of P-S pair and the other expected phases constitute the i.-
formation set to be compared with the observed set of phases. We therefore nee!
to match the observations against the expectations for the proposed distance and
depth. For ecach expected phase we have an arrival time determined by the phase
identity; and each detected phase has a set of observed phase attributes which in-

cludes the arrival time. The first P and first S phase in the observed data have
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Table 6.3. Ezpected phases for choice of P-S pairs, for a certain

distance and depth ranges

Other expected phases

PP - 8KRS

PRIKP - PKS

Deep event: depth phases pP. s’

259 - G5% Pel. SeP. PeS:12° - 30% SeS; 310 - 797 PP

For all: PP:

95° - 99°: PKRP.

For all: PP

115° - 125° PRKRP. PS.

115° - 125°% PKKDP. P§: 95° - 99° PRKKP:

For all: §§.

For all: PRKP, SKS, SKKS.

Decp E‘.V(!nti’d'.‘[)lh phases pPRP, sPKT,
For all: PP

1357 - 143°: SAARS: 115° -125°: PKKP, PS:

1275° - 143%: PI'S: 114° - 131°: 58,
Doesveents dey o' s pPRP, sPRP;
For all: PP

125° - 1307 PRS 1372 - 180°: 55 1597 - 1807 PR P,

Deep event: depth phases pPAP, sPKI,
1AL - s P2l e 180 PRy,

Deep event: depti phases pPRINDP, sPRIKT :

For all: P’ PRRP. SKART:
137 - 1437 58,

already been associnted with {wo phases; we can therefore establish a simple G
mapping belween the obscrved data and the expected arrivals.
the observed arrivals for candidates for an expected phase whose arrival time b+
withip o predefined tolerance of the expected time. The observed attributes of the
phase are then compared with a summary of phase properti - in the knowledyge bas-
(see Table 6.4). If there is no watch then that hypothesis for the phase identification
is rejected, but if more than one phase match is possible, the one with the smallest

time difference between observed and expected times is selected.

We search amesn

w
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Table 6.4. Fzpected propertics of other frequently obscrved phases

Phase identity  Lxpceeted features

———— »
pP. s pP. sP arc similar 1o P both in frequency and incidence.
| Pel. SeP DeP. Sel are high frequency P phases which is steeper than P,
N . rrP PP is shallower than I? and lower frequency.
. PKKP PKRPis a steep and high frequency P phase.
; PKP PRP is a steep P phase. »
S SeS 5¢8: high frequeney steep S phase, stroug on Langeutial component.
PeS PeS: high frequency steep S phase,
rs P§ is shallow and low frequency S phase.
S5 S5 is a low frequency S phase, P
SKS, SKKS SKS. SKRS can not be high frequency.
it 6.4.5.4 Lstimation of likelihood of hypotheses
| . o : : . . b
; li: order to estimate the likelihoad of any particular interpretation, we consider
both the observed data aud the expectation for a particular combination of F-
do
' & pair, distance and depth. When we compnre the two sets of phascs we have
. s
§ thiee different cases: matched phases, unmatched phases in the observed data, aned ]
- unmatched phases in the expected data,
! For every matched phase, a time ervor ¢; is used to represent the mismatch betweer.
' the corresponding observed and expected phases. We sel b
-t .
¢, = L,“ ¢ l) (6.1
1y —1t,
: where t, is the phase time in the observed data; t, is the phase time for the cxpected | ,

phase; ¢, is the observed tirme of the key S phase; and t,, is the observed time of
the key P phase. For every wnmmatched phase (both in the observed data and the

expecled phase list), weset ¢, = 1.

: In order to provide an overall measure of the quality of the match between the
\" 3 observed phasces and those expected for the particular distance and depth, we weigh
& cach observed phase with its amplitude (i.e. we place more weight on large ar-

rivals). For those expected phases which have not been successfully matched with »
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any observed phase, the smallest amplitude of the matched components is applic|
as the weight. We denote the weight for each phase as wy, and then define the mish:

nieasure & as

n
. e .
6= _%“1___1_1 (G5,

T,

2j=

where the sun is taken over n, which is the nuwber of phases in all the three cases.

6.4.83.5  Details of the implementation
We take a pragmatic approach to the selection of phases for the key 45 pair sinc
we have used the most commonly observed phases; rather than insist on the “Iirét"
arrival of particular type we look for a prominent arrival, especially for S. After
the detection of a “first” P phase, we choose the first S phase encountered in the
processing scheme s the candidate for the key & pliase. IHowever, if a sccond &
phase accurs within 5 minutes without anv intervening phase ard is larger it wit!
replace the first candidate

lo general, as pointed out in chapter 4. a low-passed selsmogram gives a het
ter definition of phase attributes than the corresponding high-passed seismogran
Therelore. when we select the tvia key phases. we choose low-freqguency detection -

We use the azimuth estimate for the key 7 phase as the azimnth of the whole event
For very distant events from 1107 upwards the fivst 77 arrivad s usuadly somewhin

weak and the resulting azimuth estimate & somewhat doubtiul.

6.5 IEXAMPLES OF EVENT RECOGNITION
The event-recognition systemn des -ibed i the previens seetion has been applied to s
wide range of obscrved seismic records with considerable success. We have selector]
a set of four examples which represent events from different distances and depths.
We use seismic records from portable broad-band instrumenis deployed in the
Northern Territory of Australia. The data were recorded on Reftek 72A-07 dis
recorders (24-bit resolution) with Giralp CMG-3LSP seismometers (flat o ground

velocity from 0.03 - 30.0 Hz) with Omega timing. 'The sampling rate was 25 samples

a1 05 vt 4 At daber | A et
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Table 6.5. Fuents used for tllustration

Dvent  Year Day Time Station  Distance(?]  Depth [kim]  Azinnth(®] - M

A 1994 281 21:48:55.8  SCO3 15.4 i 173 G4
B 1994 220  21:15:36.6  SCOl 52.0 122 133 G
C 1994 240 15:20:18.8  SCu¥ 113.8 10 200 G
D 1994 160 00:46:55.9  SCO9 137.1 631 213 T

per second. Such data is of good quality but not of ehservatory standard and so
represents a useful test for both event recognition and phase identification,

The fonr evenls we use for illustration are listed in Table 6.5 We note that the
rvent locations for these events as given in the table had been determined using
information from many stalions with a broad azimuthal coverage whereas our es-
timates are based on just a single three component record. The time hisled i the

table is the beginning time ol the record from which {he antomatic system is applied.

i
In every case, the process of phase-deteclion and feature-exiraction is represented

! in a sequence of display panels:

(2) The orisivs) broad-Ro" +ord 1s displayed tomether with the avival thn.os o
. ihe major phases predicted from the faspf1 travel time tables as ooreference o
) the phase interpretation process.
:
;’\ (h) The STA/LTA detectors generaled for the three low: pass filtered compounents (7.
i N, ). The arrows indicate where phase detections have been made, For cacly
< phase detection the phase features are extracted as described i chapter & The

relevant waveform segments and the extracted phase attiibutes are displayed i

(d)

(¢) The STA/LTA detectars on the three high-pass-filiered traces are displayed, along

with thee arrows which indicate phase detections. The numbering of the phase

detections in panel (b) and panel (¢) is linked to panel (d), so that the sequence

is in order of arrival time.

(d) The last panel shows the waveform segments corres) onding to each detection,
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together with the amplitude and and other attributes of the phase (see chapte
5). In the waveform scgment, the time interval between the two labeled tim- -
represents thie assigned period of the detected phase. )
The figures for the phase detection processes are accompanied by a summary tahl:
of the stages in the event recognition and phase identification procedire. This tabl-
& is organised in terms of the four major steps in the analysis b
Step 1 identification of the key P and S phases
Step 20 comparison of the differential time between the key phases with the expected
tiunes for P-S pairs. )
Sir) 4 checking of expected P-S pair phase attributes
Step 40 matching of observed phases against expected patterns for different models of
event character. b
The fiua’ step is selection of the combination of distance and depih which leads to
, the least misfit between the observed and expecled phases,
3
‘ b
.
6.5.1 Lvent A - Ialmahesn  Todenosin )
The event shown in Figure 6.4 is o regional event at the distance of 15, In panci
(1), the original scisiic 1ecord in dominated by Proand Snpackages. Later phase b
are mixed with surface waves. Since the P arvival shows little energy on the /)
component, the seisiogram is almost naturaily .pol:u'isml. e, the £ component i+
the tangential component whizh reveals SH wave arrivals. ,
N In panel (b) and (¢), the Proand Snearrivals are delected or both high-frequens s
X and low-frequency sets. Since Se$ is strong on the tangential component, the hish
requency set Is component clearly reveals the SeSarrival (see [phase-b] ju panel ¢},
The detections [phase-1] and [phise-2] ocour at almost the same time on the two '
differently filtered sets, so also do [phase-3] and [phase-4] The automatic system usces
toe aJributes fer the phase on the low-frequency set from each pair, we therefore
choose [phase-1] as the key P phase and [phase-3] as the key S phase for the diffe: )
\
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Fig. 6.4. Phase-detection and featurc-extraction for event A — Halmahera (Tndonesia).
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6.5 Rzamples of event recognition 11%
P

Table 6.6. Processing sequence for Fvent A

Step 1; Choice of Key Phascs
Key P: phase 1, Key 5t phase 3

Step 2. Test on Differential Tine

167.8 s - surviving models: P-§

Step 8- -8 Peir Teature Matel,

surviviite models: -8

Step 4: Event Pattern Match

P8 pair Depth  Iist Azim  Identified Phases Mistit

8 0 14 480 phase 1 P, phase 308, pliase §: S5 0.0053
100 .15 180 phase 1. 1, phase 3: § - 0.3333
300 16 180 phase 1 P, phase 3 Y 0.384.4
600 16 180 phase 1: P, phase 3: § 03333

entinl tinte aualysis. P'able 6.6 summarises the progress of the event interpret.s:
schewte. After the test of the differential times, only the -8 pair survives Thr o/
model also survived vhe tesl on the expected £-S Teatures. Therelore, thiepe
four nodes in the second generation corresponding to different interpretation Ui
event duepth.

For every chojce of seismic source interprelation fn step 4 of Table 6.6, the dia
vange and -5 pair lead us to expect the arrival of the phase 52 For the fust o0
with o surface source (depth 0 km), the expected time for Sed corresponds to tiv
observed [phase-d] and the expected phase features for Sed e matched with the
attributes of [phase-b|. Therefore, in addition to the two key phiases o turther phive
is identified. Tor cach of the other three cases, the expected time vange for SeS does
not cover any ohscrved phases, as a result the expected phase SeS i not found anel
the misfit measures are larger than that for a surface source,

When we compare the best interpretation (Distance 14°, Depth 0 km, Azimuth

180°) with the event specification given in Table 6.5, we can sce that the estimations
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6.5 Lzamples of event recognition 110
of distance, depth and azimuth are very close to the true values. Al the same tim-,
the automatic system has correctly identifind thiee phases: [phase-1] as /7, [phase =

as S and [phase-5] as Ses

o2 baent 3V Mlvanina Boanimma

oated by clear PUS and core reflec-

oot Sannale are detected on

cher et tions ate [phase-d]

" ©ot L ta es also indicate
i
P co e od flageed
voeshol D ha
s htth t
. 1]
~ i
1
Pt B P ETHIFEUIY TR} DO
ot teature test an bso e o o e de s the wcon b eeneration et
acstnption tree corresponding to ditierent combimations of distanee and depth
well as phiase choice.

The smallest measuie of misfit occurs for the second choice in step 4 of Table 6.7
which corresponds to an interpretation of the key phases as P and S. The estimates

of the event paramcters are epicentral distance 52°, depth 100 kim, and azimuth 315

-
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6.5 Examples of cvent recognition 17 ®

Table G.7. Processing scquence for Event 3

Step 1 Choice of Key Phases
Key I phase 2. Key S prase G L

Step 2: Test on Differential Timy
421.3 5 - swrviving models. -5 PP-SKS. PRI'-SKS

S pa. P8 Deir Feature Matek
Surviving madels: P-§. PSR
Step 4 Lvent Pattern Mateh

P-Spair - Depth Dist Azim laentified Phases fisfi

I 0 S0 316 phase 2: P, phase 31 PcP, phase 6. § 0.0019G
100 by 316 phase 2: P, phase 3: Pcl’, phase 4: PcS,
Phase 6 § 0.0001
oy o4 316 phase 2. P, phase 3: pP, phase 40 PcS. °
phase 6: 8 0.000.3:
6O 5% 310 phase 2. P, phase 30 PcP. phase 4: Pe§.
phase G: § 0.0010%
r'rSKS 0 84 315 phase 2; PP, phase 6 SKS Q33800
100 82 310 phasze 2: P, phase G Say 0.3335° 4
Jun &2 3ih phase 22 ', phase G SKS (133331
G600 52 31 ploase 20 PP pliase 6o SRS 0.3334%

{whichi also nnplies 136%), which miatchs the information provided in Table 6.5 vany

well.

6.5.3  Tbivent C - off coast of Northern California
Lvent € is at a much greater distance and so is in the core shadow for . The
expected first arrival, diffracted P. 15 so weak that it can not be seen on the seism
gram (Figure 6.6a). Core phases (e.g., PKP and SKS5) and surface multiples (e.¢..
PP and '5) are the main features on seismic records at this distance range.

The sect of detections displayed in panel: 6(b) und 6(c) pull out all the major

arrivals on the seismogram. We notice that the detection [phase-7] and another high )
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Fig. 6.6. Phase-detection and feature-extraction for event C — off coast of Northern California.
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6.5 ramples of event recognition

ot

frequency S arrivad [phase-0] have o obvious corceintion with the phases expects

for this even and may weil coms from seme different source.

The detection on the low frequency set [phase-1] is selected as the hey 72 phas
Note tha! suce [phicse 4} is bigger than jphase-3] and theie *s no detection in b
tween, [phese-4] is selected s the Fey S phase m place of {phase-3: Tha progres-
of e autonided avent recognilion sisten s presented hin Table G &0 Ly the firs
seneration i the assumplion tree, five set of P-5 pairs survived the test on th
diTerenial time betwern the key phases. For the choice -5, vwe do not expect 1o
see another low frequency S phase before the key S phase, therefore this choice is
unsuitable In the case of Paig-SKS, the amplitude of the key £ phase is expecte !
to be -l eonnller than the key S phase. Howaver, the ebeorved bheliavicur s the
the key P phase is almost comparable with the key S phase, thercfore this choice 1+
also rejected. For the choice PRP-SKS, the angle of incidence of the key P phie

is not switable for o PICP, as also occucred for event B Finallv, the curviving phin:

pairs at the first geueration nodes are P-SKS and PP-PS

ln step 4 of Table 6.8 we note that the most Hikely interpretations are for sour
at either the surface o1 100 ki depth. at a distance of 112 with /27 P8 identified
the pair of kev phases. Tl Tevel of masfiv is very cloge for the twe oo AWher
compare the event parameter estimates with the event specification in Table 6.5 v
can see that the distance is very well determined. the estimate of depth s reason:t
cood, while the estimated azimuth is far from the true value becauss of the distan -
However, it is interesting to see that the azimuth 263" for [phase-57 in Figure €11

{(ientified as PRRP)is very close to the true azhmuth 2607,

The larger misfit for event C compared witht the previous cases is caased by th-
uncorrelated big arrivals (i.e., [phase-7} and [phase-9}), which most likely come from
an overlapping event (note that there is no obvicus association with the phases

predicted from the iasp9! travel times).
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Table 6.8, Processing scquznce for Frent (¢

Step 1: Choice of Key Phases

Key 2 phase 1, Key & phase k

Step 2 Test on Differential Tuns

575.0 s - surviving models: 28 P-SRNE Paa-SKRS PP-JE PRP-SKRS

L
Step fio PoS Pair Fealure Matc?
Surviving models: P-SKS. PP-PS
Step 4 Lvenl Pattern Alatek
P-Spair Depth Dist Aziin Identifed Phases Misfit R
I' SKS 0 82 45 phase 1: P, phase 4: SRS 0.8399
100 32 45 phase 10 P, phase 40 SK'S 0.8399
3nn 22 o phooe 10 Py phave o SES 0.8399
600 02 45 phase 11 F, phase 4: SK'S 0.8399 )
rrrs 0 112 4 phase 1 PP phase 30 SAAS.
phase &0 PS. phase 5: PNRKDP 0.4662
100 112 15 phase 1t PP phase 80 SKAS.
phase &0 PS8 phese o0 T RA 040658
00100 4y phae D PPophvse s IS 0.7161 )
Goa 108 49 phoe TPl plhuee 4 IS 0.7161]
6.5.4 Ivent D - Northern Bolivia ,
“The epicentral distauce is even larger for this event and the seismogram is oo
dominated by core phases, such as PKP, PNAF, SKS, and SAANS ete. Figure .7t
shows two complicated packages of core arrivals in the cairly part of the broad-Lun !
b
record.
The phiase detection system: is designed to pick out the first onset of & phase part.
age. Therefore the detections [phase-2) and [phase-4] arc indicated at the beginnin
of the two packages. From.the low-frequency detections, [phase-2] is selected as th- d
key P phase and {phase-6] as the key Sphase. As before we can follow the progress o!
by the automatic system in Table 6.9. Three choices for the pair of key pliases survive
5 the test of differential time, Since the incidence aungle for [phase-2] is 9.78°, which is )
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Fig. 6.7. Phasc-detection and feature-extraction for event D ~ Northern Bolivia.
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6.5 Erxamples of event recognition
Fig. 6.7. ~ continued,




6.5 Ezamples of event recognition 1o }

vl Table 6.9, Processing scquence for Lvent D

Step 1: Choice of Key Pluascs

. . }
Key I phase 2, Key 5 phiase 6
Step £ Test on Differentad 1o
: 371.5 s - surviving models: S PP-SKS. PRI-SKRS
)
Step B: P28 Pair Feature Muate!
Sarvivitiy maodels: PRP-SKES
Step 4 Lreent Puatiern Muateh
I'-S pair Depth  Dist Azim Identified Phases Mislit )
PRI SNS D 114 160 phase 20 PKD, plhiase 6: SK'S (.6423
100 114 100 phase 22 PR, phase ¢ SKS 0.5703
ann 114 en nheees 20 PR phaee 00 SRS {*.h703
GOu 128 16b pliase 20 PR phiase 30 pPRIKT )
phase 5 sPKTRD, phase 60 SRS G 2058
1 ' . ' LT, v T N R H. Pa— - | b
T N L L 1 VO N P S N I L LT tue brog i ‘n'nkllllf, ta /7,
v terminatea. Similarly, the incidense anele and the frocoenes of [phioe 2 1 e
suitable for o P in the PP-SIKCS pairs Therefore only one chiotee of 1725 phase pair
model PRP SRS is teft after the -5 featuie test, )
The most likely interpretation identifizd in step 4 of Table 6.4 1s the last chole
of a very deep event at a distance of 1287, Once again the latge epicentral distin
weans that the azimuth of the first £ phase is nol o reliable estimate When we )
compare with the event specification i lable 6.5, the estimated depth is quits
accnrate. However, the estimated distance is 9 away from the true valne, which
is nol as good ws in the previous cxamples. 'Thix differeuce 15 actually caused Iy
the procedure described in seetion 6.4.3.2) because the mapping helbween differeniin]
time and distance is nol one-to-one for the case of SK'S-PRP (sce iswre 6.1). When
only one choice of distance is made from the mappiug (differential time to distance).
the true distance cen be missed. )
L
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6.5.5 DIerformance of the event recognition systeun

As can be seen from these examples. the automatic system can suceessfully restric:
attention to a limited number of possible interpretations, aud then a quantitativ.
assesstiient can be made by using the misfit measure between the observed an’
expected phases. The nisfit measure performs very well in selecting the most fikels
interpretation and results of the phase ilentification process give estimates for th
distance and depth of the event which would be very valuable for prehminary even:

location,

6.6 DISCUSSION

6.6.1  xtensions of the processing scheme
The present event recognition system has been designied to be simple and robus: «
that we can conerntrate on the processing stratepy. We recognisn that, ot presone,
we have nat included the full ranee of available seismalooical infarmation on the
expected chatacier of the seismic wavefi-ld. For exaple, for some sowree orient s
s cazibiaiie L poans e Gopthophinses cogs pff s an b ps L sS e b
stuvstintinaly Luger than the eqrivalut direet phases and sooadepth plce coad e
picked asnkey phase with consequent distortion of the present phace lentificnt o
process. Fortunately, an important fainre of the assiumption tree appioach is thie
1 is relatively easy to make revisions and improvements in the futin

Firstly, the seismological expertis- £ the nature and properti: of commonl,
obeerved plises (Table G2 G4 s Bept separately from the algotithne s the
acldition or modification of the summeaus of this seisiological expertise will not atico
the alvorithin,

More sizniticantly, the information 1equired for constructing the assumption tiee

alno held separated from the algorithw itsell o

=

“example, the growth of the stem-

s

I "1

to the first generation nodes, representing the sel of F-S pairs, is implemented
by reading a separate list of IS choices (Table 6.1). The automatic system will

constrict a first generation node for every item in this P-Slist. Thus the inclusion
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of further -5 pairs can be readily z:complished by addiug mo-ve items to the fo
list A similar approach can be apph=d to the second generation, to revise o1 exter
the possible source depths. P

The sampling in distance could b= morcaz=d by a employing a dens1 travel-tn,

table for each depth. The current punber of depth/distance combinatinne (49

has been chosen to allow rapid testing {or a possible real time enviromment whilw

5 still providing a useful definition of the raturs of an event for preliminay location
However, the nmber of classes could e inrreased without o very large processine:

overlicad to provide an increased densitv of states.

6.6.2  Turther developments

G b Hefovsaert of souree deztane ond denth

v As described in seetion 6.4.3.2, the eource distance is obtained by inference frow th
PoSrnad Von Vhe differenial tine intenn ) Toractvrdenl eombiiad o of 7285 phas )
! pontss the differential tine has an ol s e dependence on the soaees distan

o Thi property ds exploited an the soarcn v fined the closest matel to the abeav

‘ Diferential time,

C )
N There are two factors which need to b= teken into considerittion, first v we e

capect some differences between the obsaived difierential time and thiat for an o

mordel sueh as tasp?/ and so we nead o aliow for some toleranee when mate i

times, Secondly, the mapping between differential time and distanee s not alvas

one-lo-one, as can be seen for the {PRF SAS} and { PRINP, PRS} pairs i Figoe

6.1 this occasions:! problent con!! Ve cilved by using a thivd generaiion in th

o
LA assumption tree (Igue 6 2) to determine distance. ‘
fo The distance and deplh estimates can be refined after the main event recognitio,

process by introducing a local assumption tree to secarch for the best solution in tlr

distance/depth neighbourhood of the postulated event parameters .
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6.6.2.2  Continuous opcration and overlupping crenls
As we have deseribed in section 6.4.2, the phases corresponding to an event sequen -
are recognised and separated from the input stream by comparison with o certi
expecled pattern for an event. The input is & continnous stream of phase detectiv:
so that we need to also be able to run the event-interpretation process continuog: b
The normal procedure in pattern recognition 1s use information in time order t..
soepariate groups of phases as events. event by event, without going back or reusin:
the previous data, However, in the case of scismic event recognition, taking int..

consideration the likelihnod of arrivals from different events overlapping in time, v

would snggest that the unmatched arrivals in pieviously observed data be combine |
with the test of the input strem and reused 151 recognising an event s-quence, +

vield the mput to the next event process I this way, we will Le able to separas-

overlapping events tu allow full phase tecognitian and interpretation:
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) Automatic seismic even: recognition using multiple ’
-
¥ - hroad-band stations
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|4
s antvinated analysis of seismograms provides useful inforiation from a singi
seimogram but is of greatest utility when applied to a network of stations. Fou
clobal monitoring, the network of stations is sparse and the ambient conditions o
K cach site whl vary sc that tuning of signal detection thresholds will be required = - ]
that compacable operation can be achizved at cach site.
A related issue is the robustness of the event recognition procedure: using simil::
data This issue has bcen addressed by applying the automated analysis procedi: )
}d’f_‘ cescribed in the previous chapter to multiple recordings of the same event at differer
%
. portable broad-band stations in Australia. The stations cover a significant span 1.
3
> epicentral distance (although generally the azimuths will be similar). )
; A

The use of a number of differert recordings for the same events provides @ 1+

of the consistency achievable with the automated analysis procedure. The portal!-

sites cover a range of geological conditions and ambient noise environments an-

so provide a useful test of the reliability of the algorithms. With accurate GP» '
timing and positioning the extraction of information on range and depth can b-
very effective. However, a limitation of the use of portable sites is that the accuracy
of seismometer alignment is limited and so there can be systematic (site-dependent) ’

135




Fuvent recognition with multiple stations 17

Table 7.1. Events used for illustration

Lvent  Year Day Time Latitude  Longitude  Deptli  Alb
A 1004 281 21:44:07.2 -1.26 127.98 17 6.4
15! 1994 220 20:08:31.6 2472 95.20 123 G.0
C 1904 244 15:15:55 0 40.40 -125.08 10 GG

1994 150  00:33:16.2  -13.84 -67.50 631 7.0
I 1994 231 17:20:37.5  -11.51 166.45 142 6.2
" 1994 232 04:38:50.5 4160 149.18 24 6.2
G V0D e 18:37:20.0 44.78 150.06 19 6.1
H 1993 133 11:59:49.2 55.18 -160.46 32 G.4

errors in azimuth. By varying the sets of stations it is possible to get a good coverag:
in epicentral distance.

Figure 7.1 shows the stations which have been used for the events discussed in thi-
section. Most of the events use the stations 3C01-SC10 in the Northern Territory
of Australia, in conjunciion with station YBO1 in the souti:zast. One event uses the
SA stations in Queensland.,

Figure 7.2 shows tiic locations of events whichi hiave been used. Thie events Lt
been chosen with 2 minimum of {oui records and normally at least & H degree spar
1 epicentral distance. The events are displayed in Table 7.1.

The first group (Events A-D) are those from which individual stations have becn
illustrated in the previons chapter. The second group (Events 12-11) covers a ranw
of epicentral distances not represented in the earlier sct (30-40°, G0-70°, 80-00"
The same set of trigger levels have been used for all stations.

The results of the automated procedures are displayed in a set of summary tabl-
(Tables 7.2-7.9) in which the estimated ranges, depths and azimuths are compare|
vith the values determined from published hypocentral information derived from
global observdtions. Note that, the azimuth estimate for the key P phase is uscil
as the azimuth of the whole event. Since the estimated azimuth actually implics -

two possible directions (with a 180° difference in between), both the two possible
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Seclected Evants

Fig. 7.2. The locations of events which have been used for the extensive testing.
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Table 7.2. Fuent A - Depth 17 km

Station Phasc pair  Est Range  E«t Depth Est Azinmth Ranee  Azimuth

SC03 P-S 14 O 0. 180 15 175 ’
SCos .S 20 Gno 170. 350 21 171
SC1o P-s 26 f 163, 313 2l 165
P.SKS 128 (1
YBO1 P.5 40 0 158. 335 40 153 »

Table 7.3. Event B - Depth 122 km

Station  Phase pair - Est Range  Est Depth  Est Azimuth  Range  Aziumth ’
SCO! P-s 52 100 141, 321 02 133
SCO JEEN ol 30 129, 319 & 134
sC02 -5 o 100 133, 313 e 132
sCoy Pes 54 300 150, 330 53 133 b

values for azimuth are given in the Tables 7.2-7.9. In the case when the values o

the “idsfit” measire (see chapter 61 d not show a clear preference Lietween v »
interpretations, both of them are included in the summary table {see ey in Tall
Tl e e hwoinluipictoticns s station 2100,

The twu closest events are Bvent A (Table 7.2) and Evenr 1 (Table 7.0 1 -
which the phase pair used for event characterisation 1s /-8 1ot cvetn A “.,lur e i
estimate was good when an additional phase Pel” (SCGL) or SeSYDIL) coull
associated with the main arrivals, For station SCO8 the expected arrival time of 1701
is very closc to that of the S waves interacting with the upper mantle triplication-
and cannot be resolved. For SC10 the discrimination provided by just the I7 -
differential time was limited and the possibility arose of & much larger - picentre!
distance which can be discounted by comparison with the other stations, For even ’
Y the range estimates are quite good and the event is recognised to lie at deptl

even though the tendency is for too great a depth to be estimated. The rather Jargr

depth at station SCOG arises frem an attempt to associate Pe§ very close in time )
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e Table 7.4. Event C' - Depth 10 km
Station Phase pair BEst Range  Est Depth Est Avimath Dange Azimath
)
3C03 PP-PS 112 100 43, 225 114 200
$SC10  PP-I'S 114 300 32, 21% 114 257 i
i SCOl PP-SKS 108 0 0. 235 108 268
s P-5 42 100
503 PP-SKS 112 0 33, 218 112 266 b
__(; -
. This event suffers from interference fiom another event of larger amiplitude,
Table 7.5, Fvent D - 651 km ’
Station  Phase pair Fst Range st Depth  Est Azimuth  Range  Azimuth
SCoo PKP-SKS 128 G0N 160, 340 137 213
SCoS PKP-SKKS 132 600 162, 342 140 208,
scnt PED.SKES 149 cnn 161, 34 BN 210 '
SCOG PKP-SKKS 134 100 142,322 144 200
SC0d PHP-SKKS 134 100 145,325 [ 215
SC0d PKP-SKKS 134 100 145, 325 142 217
5 SKE fviaiine b thrrecoinds £ 07 dane 3700w b vt T eonnierh Lo taeet tie paes: ’ ®
t1 igj,‘,t,'l'.
Table 7.6, Fvent ID - Depth 142 km
4 Station  Phase paic Est Range  Est Depth E<U Azimthi Jhaiee Azinnth )
SCOS P-5 32 300 86, 260 30 256
5CO4 P.5 34 300 91, 271 33 257
i SCh -5 31 100 87, 207 31 267 )
5 5008 P-S 36 300 87, 267 ki 248 )
-5 SCu3 P-S 30 100 76. 250 36 2358
N SC06 Pr-S 42 300 8.1 2064 53 254
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" Table 7.7. Event I' - Depth 24 km
# Station Phase pair kst Range  Est Depth Est Azinmuath  Rauge  Azimuth
] )
§Co1 P-S GO 100 16. 196 Gh 200
SC05 r-5 62 0 G, 18G 63 194
SCO4 .S G4 100 0. 180 (o4 197
SC03 r-S 64 100 1%, 19§ G 201
SCO6 P-S 60 1ud 9, 189 66 202 )
SCo3 P-s 68 0 7. 187 () 193
PRP-SKKS 130 100
SC10 P.5 T2 100 173, 353 71 195
;! : YBO01 P-S 84 100 163, 343 81 180 )
Table 7.8. Event G - Depth 19 km
_ Station  Phase pair st Range st Depth  Est Azimuth Range  Azimuth
)
i SCo; PS8 4 12 41024 63 193
SCO1 P-S 60 100 15,195 63 201
| @ ey NS " 10 11 ¢
) 5C03 .S 64 100 19,199 04 202
SCO6 P.S 66 100 29. 209 67 203 )
SCUs 15 Ot Tu G 1a0 ] 190
S 75 Gop
S -8 T2 100 2,182 Tl 195
L5 )
" Table 7.9, Buvent f - Depth 32 km
Station  Phase pair  Est Range L+t Depth st Azinnth Range  Azimuth
SAN03 PKP-SKKS 154 100 166, 310 s 252 X
_ P-SKS 98 0
y $A06  PKD-SKKS 154 100 21, 201 80 226
P-SKS 93 0 .
SAG2 P-SKS 95 100 27,207 56 232
SA01 PKP-5KKS 150 100 3k 214 54 234 b
P-$ 84 100
)
’
-
)
/ ® e . ) ® - e ° o
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to 5. It may be desirable to modify the procedu ¢ to try to force a winimum tn.

scparation between associated phases to minimise such problems.

LEvent B with ranges close to 507 gives a gnod match of epicentral distance. th
deplh estimates are mostly constrained by matching the expected time of PeS (whic

might in fact be SeP with somewhat different implications for depth).

The two shallow events I', G {Tables 7.7, 7.8), which mostly lie between €07 an
707 from the source, are generally well matched and there 1s good consistency acros-
the scts of stalions. We note that once again there is a tendency for the deptl
to be overestimated. For shallow sources this can occur when a featlure on the
record is assaciated with a near source reflection (e.g. p&, sP) since thesc canno:
he correlated .. "th @ surface source. Because of the sparse sampling in depth, i@
procedure is forced to make a decision between 0 km and 100 ki, Complexity i
the source pulse (in the case of these two examples, the interference from the closel

fullowing FcP) can be mistaken for a depth phase and hence suggest o deeper origi:

S

than appropriate. Also, in order to match the observed dificrential time with the
Coiun baingeiing of the D00 nu Ve ol Lo himpiove e ad G by asdjustin,
the depth. Further the daspfi travel time taldes have been used in the analyvsiz f -

which S s now recognised to be a livde slow (Kennett, Fnedahl & Buland, 1907
o s

and this can be compensaled by increasing the depth of the sowree.

A detailed inspection of the autvimated process for event Vo liow Lan stahon
(SCO1, SCO6, SCIU, and YBOI1) is presented in Figures 7.53-7.6 and Tables 7.10-7.1
The procedure of phase-detection and characterisation is represented in the san
form of tigrire with four panels as desoribed in chapler 6 {section G.5). Bach of thr
figures is accomipanied by a stmmary table of event inlerpretation in the same fori.
as the tables in cuapter 6. The figures aud tables are associated with the individu-
stations (SCO1 - Figure 7.3, Table 7.10; SCOG - Figure 7.4, Table 7.11; SGLO - Tigu:-
7.5, Table 7.12; SCO1 - Tigure 7.6, Table 7.13). The origiual seismograms iu pan+,
(a) in Figures 7.3-7.5 show that the waveforms are very similar at stations SCOJ.

SC06, and SC10. Every of the three statious recorded & clear phase P followed b
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: Tabie 7.10. Processing scquence jor Luent 1Y at station SC01
. Step 1: Choice of Key Phascs
Key I phase 1, Key $: phase 6 9
. Step 2: Test on Differential Time
488.0 s - surviving models: P-S. PKP-SKKS
»
Step 3: P-§ Puir Feature Match
Surviving maodels: P-§, PRI-SKR'S
Step 4: Euvent Pattern Maich
P-S pair Depth Dist  Azim Identified Phases Misfit .
) Ps 0 53  160r 196 phase 1t P, phase 6: § 0.5158
‘ 100 60 16 or 196 phase 11 P, plizse 30 pP,
; phase 6: § 0.1875
. 300 64 16 or 196 phase 1t P, phase 3: Pel,
5 phase 6: § 0.2148 >
GO0 6S 16 or 196 phase 1t P, phase 4 pl?,
phase 6: S (.2903
| PKI' SKR'S 0 126 16 or 196 pliase 1 PR, pliase 50 SKR'S 0.5016
w 100 126 16 or 196 phase i PRF, phaae 30 pDR P )
r\ J phaze G: SKNS 0.2456
m‘ J00 126 1o or 196G phase 10 PAP, phase G2 SKKS 0481~
B 600 128 16 0r 196 phase 10 PRP plice 0 pPR P
phise 6: SARNS 0.2315
_ — - T e e ’
3
a stronger deptl arrival in about 15 seconds, The depth atival comes a little Late:
than expected from the fespg! travel time table. At the station YBOIL the evers
]
. distance is somewhat greater than for the ether three, ael sienad to naies ratio
i |
) also lower (around 1/1 for the phase {°) so that the phase /" can only be picki«
out by the high-frequency detector. The phase-detection works very well in the fou
- cases, and has actually detected PNIRP at 201 and SARP at Y1301; these core ’
phases have not been identified by the interpretation system, simply because they
! have not becn included in the preliminary pattern (i.e., Table 6.3).
The performance of the automated procedures is very good out to about 80 © when )




Eveni recognition with multiple stations

m.omn;gw

0

j}}é%}\jﬁt}«{i\a\;g Y .&\(( ,.._)o;).nJ.!L.IE\v\L e et M e RN J\;\.i‘l AT S AT qr‘)\(l. _

i 1

L

». e s E_IJ\JI-.IJ,\I.‘ e sk .xxill«;\))m.‘j&.\ll;{.ail‘}“jll)lrlil,

[IE[e)
FOIS038PH

| WG
L0123;80-H
—_— 4

{zig
fw_cUEcni
J

,a.mmmzam mu__,(L, _

()

AR A

JOSSES SO0 SRS S QU OO U SRS S SO S

P S U St

SN -

R e

I e
lio12010p-1
[

IANIC
Liojaoiap1

1 @
_‘o.uc.ot 1

: : : : 1 : |
(f\)l) J...v....%.!\l?}{s?k }\L‘..I(E((.i%aé}

[)..l(ﬁl.vl(}( .J‘:\, %%{?“%%l%ig w
x{%.r?)&rﬂs)\/??r)f}]\.(f)»\#(\g. .)..7 e 2_\_”-4{}I %i%)(\?,fit«\c;}g‘iii}tj N

i
)
.r))..)l\\..«{}\u.\ar)\, PP A g e S AR | _v}af‘t.)t.l_ z

i

)

i
|
]

_

' 1os% a i i wo T
Sug! S| _ Lw‘_ |
ax:&m_ ot : i .L, |

SS
! ay,xm_ ! dA AR
00'09 adurisip xoau< z yideg LGOS VIS LC

FOXANA

Fig. 7.3. Phase-detection and feature-extraction for event I al the station SCO1.

i EN M ‘ = H
Tys, Tz “* :
B~ s I [ S i TR SR e —




recognition with multiple stations

ven!

E

s d
229 9EVS
¥2252 £2'892
72610 51950
020£'0 L¥00
£009 955
ZE09 .. 9546 8965 ,. §'SS8

0009 eouelsip xoxddy

‘

d

¢65e
oLl
2290
66810
§L¥e

£ere .

i
{

1Lve

¥2 wideg

d d
582 vlil
¢504 Fo51

SL2L0 JAYEAY
Ceevd ey
82 £t

LOOSPL9 S0 L PO CEe ¥o6!

16,582 S/d

courpoul ady

yinLzy

dousna.g

apn iy

aull ‘jey

N

- conlinued.

Fig. 7.3.



1

1

|
| -o
g-oseyd) s
006 008 204 ] ocs oy c
A A e B s G A s M Gk B Fa S S AR o
: : : : : : : : : : : : ERe
C,3915p-H
,.jjwi/\w.(\u\(/ IVt b o s \»\—«)\!\”J.l\.r)).\.an.l]t\..al. P A T g A T e et g
: : LI ' . : : : H H T : : . e}
: ! : : : B : . . .23y eP-H
U S e s
: : : : : . b : : : L ’ : ’ i - . (Z)3

1512D10p-H

m-mmmna—

(2)

e eadm e

¢ i3ia

TR |
INYG

Lujuojop

vale]

ioicoiup

(q
ER

t recogniiion with multiple stalion:

sven

E

]

UG M
SUDEGXRE
r_x,mm_v_ Sud _F.

ve y9 UdUEBISIPTXC.IaY

st &M_._“

()

station SCOG.

event I at the

H

Phase-detection and feature-extraction fo

Fig. 7.4.




ations

4

s
L
)
L
3
=
=
g
Py
=
3
~
(o]
=
=
3
o
w
-
-
£
_
=
83

.0j23:599 §/d

S s d 3 4 g
065 £69 8862 1282 3zt [ couspRul ddly
06681 6,992 1ovs gl v 315 573
294D £291°0 25630 SeLED ¥2322 FPis o
62160 41020 08¥3°0 20080 £¥.4 0 ¥5i20
£l [ Sy @
¥2e8 6859 9821 €82 vEbs g By 8y
££28 .. 6028 L9 . Zses vezL .. Lezl $iz) . wrE ST A o
.. : o]
N
- .

g-esBUd G-8sBUd t-es8Ud £-85BUg Z-es2ud }-858Ud

$£°'59 eausistp xouddy ¥2 udeg 900S Cr i LY PO 2EC ¥E6

]
S
=

2
=
=
S
|

-

~
[

=
=y




Event recognition with multiple stalions

peUSUIp
r,ml,,

i
c.omc:& -85

2004 oor. 0cR oL ox o, o wor o2 *do 5
[ AR R A e B e e e el ﬁﬁ.\ii\l.d’.iﬁ.liicﬂliw. s ] - - \iod T e FHZ a
I : : : : : : : : . : ! ! =

| , S S . ” ” L poovdpH

! . o iNa
_W , m , LIPAIP-H
! N Il
i s e e S I B e e e L

"

! : _ , '

o e N A T N b et Y e g g A e S A e T L N R S e e e

' (2a
#O0010P-H

c-oseud W
c-aseyd N..umr:.z on

— o B . I N W T . . . . . . (=

| : : r‘.. : : : ' . (3)a

: : 1045015P-
iy S e S S S S S O

: : : ) g
I : ) . : . ) o REESIEER

PR

_: B A Ll ht el M bl l.irrz!(.mx!f e e B Lt s e W 7@.&}} { 2)a
. N N ! . . N . 7
k : . . : : . : : 1. TEULE@.J

i

B . . | 2 . N . . _ A D w
R SRR ! gf.,(,...ﬁ)(_u #mm— )7)31541(')\(4)13\((.\1((5\ )\illxil(z)\.\tr)\t,\lill_lz(r\r.\f\liu‘l \L(l\ﬂl_ 3 -
| ‘

A AN oot P s e APt AT PNt e e e s et i Y AN ..(x.d}‘ii-(i;és.?{ ~ S?IIL_ N
: ' : : odba . ;
ﬁ%ﬁ\(t(l«t})}\;l)\l{&\)\ﬂ.]:\f\.{?l):l{{x{....4.7.)\.\\1.(11)\?\(1(3.... e L A, S A Nt A N A T e .;\v\(IA z
ECIE 2 3 0~ g i REEE ° wed' T
Suy, 4 X gt oo R
EEII L Sl RPN s (e
¥

_ Sasfar bl o d ‘_E
55 segtaagl L a

03 1L 90USE RLiluy O uided 2,05 B2 yIEY VI COZ vENL

Fig. 7.5. Phase-detection und feature-extraction for event F at the station SC10.




1~
—

Event recognition with multiple stations

S

[}
£1°L8¢
€310
€L230
¥ LS9

9093 ., 6159
1

5-85eyd

00’ L. eouBiSIp x0uddy

d
6L02
SEe
L¥820
21620
06H

y0c) . 89k

¥z uideQ

2601

ZLESE
asec o
2961 0
%)

[
[

A=Y

d

ec 5l
eV LSE
0scoe
65¥1 0
€501

€304 . v
Pt
Vo

i
i
i
|
l

19108JBYD ©/ 4

8dUBPISUE T
yinwiry
Aouonbeig
epndiy
oLy jey

T 1

CLOS 184 ¥ 8y ¥ cEC 66}

Bl

b

<)

Fig. 7.5. ~ continued.



Event recognition with multiple statinns

m.mmn,n_
—.Qm_—\.

s A bR et e e b i e+ e A it e e e g S

N SiALc‘.,),erS«‘t/”\le{(n%%&,g?l\}kﬁ(.«ﬁ\.. e A e e i e e T —

1

9-oseyd .omm:a_.

m.omccmw
[ : : : 1 v : I : : H : : : : : : g

e e e e e b e e e e e b ———

I OV A S SOV SIS SR VIS SNV VUG Dy S POy

S\E%b\é?&?(&éﬁé%ﬁé(ﬁ%g f}>\<r)( AR A A \%\,.,,))%é.u A ey

>\{>.<S5.>{ s?é$>>{§>> xé.?f\,.;\ee Z\)Z,\}; f?tfi? 73.3% <\<5\ Wiy z% 5 .e;# x??ijefig r.\,?s)f(ﬁ\

00dL 036 003 004 008 005 (4 (& Lo a1 G

(3Xa
010918p-H

(N}a
L0,2310pH

(Z)a

©ioviup-ty

(@)
3a

10102403

(N3
J0)22}3p-]

(2)a
L 19910R-

(@)

%5 w ! . o
Hb% LU.—_Y,WJ, F_.w% &u@w

£6°08 dourispTx0:0dy y2 yideq 10QA' Q9B IE 6V ¥o Cee vl

(e)

Gl

Fig. 7.6. Phase-detection and feature-extraction for event F at the station YBOI.

B R e e S w‘.‘lnl!.lu..x.‘ﬂ‘mgno CRE =) A = 7 n
. . EI ] P e ok . . = o o
7 LT 7 A o 2




oo o ¥ ¥ e
a =» f- 1 & -~ 3 - F Y -~ - -
S d d Jg d d 18]981842 S/d
o1'e 68'¢ v62l 1621 iggl ¥¥92 esuapiul “ody
95'95 19'¥E2 109%E 1008} 80 €2 59°2¢E yinwizy
51170 92600 £091°0 808 0 2E220 2565 0 houenbely
L1620 gypi0 1002 9 CLiv0 SOED 15120 epnyjdisy
00LL 9289 6'£8S ¢ 004 £96 ewy jey
Il €08
e
— Ty T 3
I
o
I
[
PR N Y
N
bora
. _ T N
(\/h\~ _ 7
_ 1

9-8s8Ud G-6S3Ud Y 2-658Ud {-95eYd
(p)

£6°08 souBlSIp xoiddy vz widsQ L0GA 098 LS 67 PO 2ES V6L

vent recognition with multiple stetions

Fig. 7.6. - continued.

E

i i S Y S T . - . . PO, \




s
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T Table 7.11. Processing sequence for Fvent I’ at station SCO06
. l Step 1: Choice of Key Phases
Key P: phase 2, Key 5 phase § R
t
I Step 2: Test on Differentiat Time
£25.5 s - sweviving mwodels: P-S. PRP-SKR'S
Step 8: P-§ Pair Feature Match »
Swrviving models: F-S
Step /: Event Pattern Match
P-Spair  Depth  Dist  Azim Identified Phases Mishi
rs 0 06 9 or 189 phase 2: P, phase b: § 0.097u ’
100 66 -9 ¢r18% phase 2: P, phase 4: pP. phase 5§ 0.2543
300 n 9 or 189 phasc 2: P, phase 5: § 0.491%
G600 74 9 or 189 phase 2: P, phase 5: § 0.4915%
»
Table 7.12. Processing sequence for Event F at station SCI0
Step 1 Choice of Key Phases
New I phase 2, 1000 S phase d )
Step 20 Test on Differential Time
0613 s wviving models: P-50 PRP.SKAS
Step 30 P-§ Pair Feature Match '
Surviving models: P-§
Step 4: . Event Pattern Matek
P-Spair Depth Disv p27 Lduatified Phases My
—_— — e S — i
rs 0 70 305 353 phase 20 P, pliee L0 8 (UL
" 100 7?2 17300 333 phase 20 P, phase 40 pl), pliase 5: § 0 0.23%
| 300 74 173cr 333 phase 2: P, phase 3 § 0.467"
- 600 80 173 0r 353 phase 2: P, phase 5 & 0.505"
W | T . '
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)
Table 7.13. Processing sequence for Lvent I at station Y BO!
. Step 1: Choice of Key Phascs
E Key I phase 1. Key & phase 6 )
Step 20 Test on Differential Time
613.7 5 - surviving models: P-5. TSRS Pye-SKS. PRISKKS
" Step 3: P-8 Puir Feature Maich : )
i Surviving models: -8 P-SAS
Step A Erent Puttern Match
P-§pair Depth Dist Azim Idmtified Phases Misfit
rs 0 82 163 or 343  phase 11 P, phase & § 0.6G30 ’
100 84 163 ur 343 phase 11 P, plhase 3: pP, phase 6: §  0.2975
300 84 163 or 343 phase 1t P, phase 6: 5§ 0.5102
qiy 84 103 0 323 phasce 1t I, phase & S 0.5102
I SKS 0 126 1063 or 343 phase It P, phase 6 SKS 0.562% . )
Q 100 126 163 or 347 phase 1t P, phase 6: SK'S 0.5693
! 300 120 163 or 33 phase 1t P phase 6: SRS 0.0102
GOu 128 103 o 343 phase 1: P, phase 6: SA'S 0.0102
)
: in general the phase pair emploved 12 IS, Once SIS overtakes S the combination
P-SK 5 has less distance and depth discrimination, as can be seen o the rather po e
results for event H (Table 7.9). This can be expected from the rather flat Shi> d
P differential time curve as displaved in Figure 6.1, As discussed in the previes
chapter, the resolution could be improx'ed‘b‘\' chiosing a number of choices of distan
within an error tolerance ralhier than chosing only one in our present prograim L
K At distances beyond 90° such combinations as PP-P’S or PP-SKS can often t-
useful, as can be seen from the resulis for event C'(Table 7.4). As indicated i
the previous chapter, event C suffer: from interference from another event of larz >
amplitude. At the stations SCO1 and SC03, the successful identification of the phas:
55 helps to produce quite accurate solutions of depth an' distance. At the station-
SCO08 and SC10, the low frequency phase S5 is contaminated by a high frequency
>
»
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phasc from the other event. The failure to identify &5 causes a relatively poor depth
resolution.

For the largest ranges uscful coarse estimates of range can be obtained (event I) -
Table 7.5) although as noted in the previous chapter the non-monotonic dependen =
of the difterential tirre on range tends ta force too small a ranze. Another contri-
bution to the poor results for event D comes from the rather complicated phase
packages on the seismograms. The situation of too many phases interfering with »
-4 each other Jeads to a-rclatively poor phase detection, which consequently affects thr
resolution of event recognition. Improvements for phase detection in the presence
of interfering phases will be a target for further development.

The various tests indicate that in general the performance of the automated anal-
vals procedure is good. However, the otiginal set of trigger Iovels prove to be some-
{

] whal conservative and some clear arrivals can be missed wiich, il incadad, wonli
improve the resolution of the seismic parameters. A refinement of the curvent pro

cedure to include apreliminary analvsis with standard trigeer parameters, followed!

by a second pass with tuned parameters and a finer sampling in epicentral distance

i st b e el oo te b alvaningeons >

The examples also suggest that, a simublancous application of thi. analysis pre

(818

corlite to o seismic array with several stations could fmprove the neenracy of th

solution. Lhe correlation of the results obtained from different slatioins can avoil )

problems arising at only one or two stations. The full power of the array can be us- |

ar

to provide accurate slowness and azimuthe estimales for eaci of the wdentified phie:

For a distributed network, real-time event recognition can e achieved by coliecting

preliniinary results from ecach station, and then all the dilferent possible solution
can be fed back to every individual station, and a final round of matching of latei -

g phases cross all stations can be used to determine the best solution. In such a way,

efficient use can be made of later phases, so thal the nwnber of stations needed U,

locate a scisic event can be greatly reduced.
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Al techniques applied in the automatic interpretition

system

% & T

As areview of the automatic interpretation system developed fron chapter 4 throuzh:
to chapter G, this chapter provides a general description of the whole work fro::
the view point of Artificial Intelligence (Al). Tt gives a syntactic description of

seismogram, and explains how the Al techniques are applicd in the implementati o,

of the seizmological Interpretation gystom,

&1 OVERVIEW O THE AUTOMATIC INTERPRETATION
SYSTEM
The whole system developed from chapter 4 through to chiaptor 6 is designed
simulate the interpretation by a human seismologist.

When an experienced seismologist reads a seismogram, she would proceed in e
stages: phase picking and event interpretation. At the first stage. she picks o
phases based on her experience. She could feel 1he difference in the appearances o
phases, and tell which phases are similar. This kind of experience or skill can ne-
be precisely ‘explained. It is similar to the case of speech recognition, which is
task that we all perform extremely well, but none of us have much idea how we d-

it. Then, after the phases have been picked out, she would associate the different

153
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phases to a particular scismic event, and give out interpretations on the location of
the event as well as the identities of the phases. In thie sccond stage, aconsiderabl
amount of expert knowledge is applied. The expert knowledge includes: frequenti
observed phases gencrated by an event in a certain range of distance and depth
different appearances of phases associate with different identitics. The seismologis:
might also need to check seisinic travel time tables during reasoning,

In the = womatic system, for the first stage, we apply Pattern Recognition tech-
niques. The waveform of a phase is recognised as a hierarchical structure and the
features characlerising a phase are extracted via a structural analysis. For the see-
ond stage ol event recognition, we apply Expert System techniques and pay close
attention to the implementation details of how expert knowledge is represented,
accessed (or orsanised) .ancl applizd.

The interpretation procedures perforimed by a human scismologist is compared

with that used by the designed automatic svstem in Figure &.1.

8.2 PATTERN RECOGNITION TECHNIQUES IN TI1IE WORK
O PPhiasl CIIALNACTERISATION
Iy the work presented in chapter 40w seismogram is analysed as o hicravchical stru
ture. ‘The technigue of structural pattern recogznition is also known as “syntactie

pattennt recognition”,

§.2.1 The background in syntactic pattern recognition
I shall give o briefl description of the background to syntactic pattern recognition,
hased on the textbook Ly T'u (1974).

In order to represent the hierarchical structural informaton of @ pattern, the syn
tactic approach draws an analogy between the structure of the patterns and the
syntax of languages. Patterns are specified as building up ont of subpatierns in
various ways of composition just as phrases and sentences are built up by concate

nating (or linking) characters. Evidently, for this approach Lo be advantageous, the
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simplest subpatterns selected, called “pattern primitives”, should be mnch easio
to recognise than the patterns themselves.

The “language” which provides the structwral description of patterns in tern-
of a el of pattern primitives and their composition operations, is callod “pattern
description language”. The rules governing the composition of primitives int -
patterns are usually specified by the so-called “gramumar” of the pattern description
language.

After cach primitive within the pattern is identified, the recognition process -
accomplished by performing a syntax analysis (parsing) of the pattern 1o determine
whetlier or not it is syntactically (or grammatically) correct with respect to the
specified grammar. In the mean time, the syntax analysis also produce a structura!

deseription of the input patteri,

Sl Phrase-structure grammar
The concepts of phrase-structe gravumars originated in the parsing of o siimpl
English sentence. Consider the parsing of the seatence, “The toses Bloom lusu
pothvT Lot e eymbol - 9™ mean Seen bor o By 0T S

formed by performing the followine transerioti o (o Srewrnite™ 8 nides

(sentence)  —— (noun phrase} (vab phiaa)
(noun phrase) -3 (adjective) (noun)
(verh phrase) -~ {verb) adver!?

{adjective) - the

(round s o
(\'(‘l'l)) -—  bloom
(adverb) —  luxuriantly

The structnre above can be abstracted to define the formalised phrase-structune
gramur,

Definition 2.1 A phrase-structure grammar Gis a four- tuple G = (Vy, Vi, P, S)
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in which Vy and V¢ are the nonterminal and terminal vecabularies of 3, respec- L
tively. 17 is a finite scb of transcription rules, called “productions”, denoted b ‘ - ‘
a —+ f, where o and g are strings over V' (17 = Uy N 1), and with a involving, )
at least one symbol of V. S € Vi is the starting symbol of a sentence, '
o i
So, in the example sentence above,
Vy = {{sentence), (noun phiase), (verh phrase), (adjective), (noun), (verh’. )
{ndverby} .
Uy = {the, roses, bloom, luxuriantly}
S = (sentence) (s.1; )
and the production set 17 3s just the set of transcription rules given previously.
Chomsky divided the phrose-structure grammars into four types according to the
forms of the productions, Tn type 0 (unrestiicted) grammars, there is no restiiction »
on the productions, which makes it too general to he useful.
In type 1 (context-sensitive} graummats, the prodnctions are restricted to the form
QAL = il ’ °
where A Vi GL G A ¢V (U ds the set of 2l fimite-length stiines of symbals b
the finit - set of symbols V', inchiding A, the string of leneth 0)and H 0\
In tyr 2 (context-free) prammiars, the productions are of the form A - )
where A ¢ Vy and 4 C VIV = V0 - {A)).
Regular grammar
The productions of type 4 (regulu or {isite-state) prunmars are of the fonn
A el or A= o b whete A E NV and e b Ve Note thid A o b all e '
single symbols. T'his 15 the granmmar we use o this paper to deseribe the stractar
of selsmogranms. .
»

8.9.1.2  Recognition devices

A grammar, as inttoduced above, cun be regarded as a finite specification of a lan

guage froni the viewpoint of generating sentences. An alternative way of specifying,
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.
(

-~

Ilig. 8.2 Graphical-representation of the transition d(g,. @) = g¢:

a lanpguage is in terms of the set of strings that are accepted by a certain 1ccognition

device (a recognition viewpoint). IHere, we introducd a simple recogniser, called o

finite-state automaton, which is relevant to our work on phase recognition,
Definition 2.2 A (determini=ti=) finite-stats sutamaton 4 s o quintuple

SR O A S

in which

{1y M s afinite set of input symbols (alphabet)

(21 () 1s a linite set of states,

(3) & is amapping of () > ¥ into O,

(1) qu ¢ @ is the initial state, and '

(0) 1" ¢ is the set of final stales.

A convenient representation for the mappiny “Sogy, o) G e tate 1

sition diagram shown in Figwe 820 The interpretation t: by hocram 1 b

the antomaton in stule ¢y and scanning the input syt A L

the input device moves vne step to the next postrm {ree R

symbol). ¥
Theorem-2.1 Let ¢ be aregular grammar, then there oo finee state

tomaton A4, that the languages generated by 0 can abwan- e wocepted by ot

automaton A.
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]
8.2.2 Syntactical structure for a scismogram
In chapter 4, a seismogram is recognised as a sequence of “phase™ or “non-phe-
scaments, while a phase 1s a structure constructed from a nnmber of “units”. N-- .
that a “unit™ of seistmogram is basically a hill shape or valley shape sepment wl,
represents half o local evele. The hierarchical structuwe as been built from:
bottom (pattern primitives) to the top (a complete pattein of seismogiam).
]
S Paltern pronttives inoa sesmogram
In the construction of the description stracture fur o seismogram, six pattern pris
itives have been used. All the units generated by an intelligent segmentation prose .
dive cam be elassified into the six groups of pattern primitives:
(1) T4 ounit of nonsphase wavefori, ie, backeround noise;
(2 o the first anit where o phase wavelet begins;
b
(31 Ui unit oo the elt side of a0 phiase wavelel;
(47 e ounit on the right side of a phase wavelet:
(5y T the Tnst unit of o phiase wavelet;
(v 17 v neeabiepent anie whih epeds the ]\‘\"L--l 4 o, L e b
comnplete normally.
A intradueed i chavter 4, phase-detections (based on STA TN frpeens -
continuonsly penerated moveal time, which makes available the information of wi '
the current unit heging o phose wavelel, We use o two-value oo, called o Sphi
g™ in the proceduwre of primitive ideatilication. Ts initial value iy coli™, i
urdicaten o phiase is beino anadvaed al the cnrrent tine, When o phinse i indees )
by the phase-detector, the phase-flag s set ton”, which means a phase s b
analvsed, TUwill be turned “ofl™ later when the civrent phase wavelel ireconni
an ended.
)

These primitives can be identified as following,

(1) When the phase-flag is off) the unit will be recognised as (7, or U}, according,

the current phase-detection value. if the phase-detector indicate a detecled phase
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the current unit is identified as U,. and the phase-flag is turned “on”™; otherwis.
the current unit is identified as Uy

(2) \When the phase-flag is on, the current unit will be recognised as:

U7, if the amplitude of curtent unit is greater than the amplitude of former uni:.
the former unit is U or [, and the duration is consistent with

Ui, il the current amplitude is smaller compared with the former one but greate
than bickground noise, and the duration is consistent,

[

. il the current amplitude is within the amplitude range of background nois: .

[7,, , il the duration of the ctrrent unit is not consistent with

o

Having the pattern primitives defined as above, we can have a relatively simple

pattern grannmar to deseribe Lhr‘]mttum structure.

S0 Pattern grammnar for a scismogran

A regulin grammar 0 has been eonstructed 1o deseribe oy selsmogram with ans
nunher of phases in it

G (Ve V) PO (Sesmogram)),

where (Seesinogram) is the start svmbal,

S {oScwmograny, (Phasey, (Leftr (N ‘
i+ the set of nonterminals;
| SRR RV (U VIR (U L S '
s the set of tenminal symbols;
sk the productions are
P
)
(Seismogram) sy Uy {Seismaogramy),
{Seismogram) - U, (Phase),
(Phase) -~ U (Lefty, b
»
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(Phase) — U, {Right),
(Phase) — U, (Seismogram),
(Phase) —- U, (Seismograrmy), b
(Left) — Ui (Left),
(Lefty — U, (Right),
(Lefty — U, (Seismogramy), »
-(L-cfz‘> —= U, (Seismogramy,
JA (Righty — U, (Right),
J (Righty — L, (Seismogram), )
k (Righty — U, (Seismogram),
}.
* Note that the previous identification procedures for pattern primitives are actualiy »
“ context-sensitive, while the pattern grammar is context-free. The relatively simple
L context-free grammar can be easily recognised.
[ §92.2.8 Pattern recognition device b
& The pattern described by the previous regular gr  aar cau be recoguised Ly i
determimistic finite-state automaton A.
A= (5 Q 6 q ), ‘ '
where,
S = {Up Us Us, Us, Us Up}
is the set of input symbols (alphabet); ’
Q = {QU, qi1, gz, QG}
1s the set of states; the set of transitions 6 is listed in Tabl> 8.1; gy is the initial
state; :nd the'set for final states F' is '
F = {q, q, 9 %}
The state transition diagram of the automaton A is shown in Figure §.3. R
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Fig. 8.3. State transition diagram of the phase-recognition automaton A.
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Table 8.1. Transitions in the automaton A

{ & (q(), Uy) = o A, Us) = 1.
U = ¢ § (g Ur) = . ,

Ua) = qu. d{q. Un) = q.

(g2 Ul) = qa. 6 (g2. Ur) = q5.

(g2, Ua) = qu. 3 (ga U = qu.

o (ga. Ur) = qa. d {g3. Un) = g
6 (g3 Ua) = qo ) ) . I

Note 1: a seismogram can be terminated at any state among the four choices in ).

Note 2: the four states in @ actually correspond to the four nonterminals in the grammar )

(+ which is given in the previgus section.

s

Note 3: the two pattern primitives, U, and U, have the same effect of ending a phase
in this preliminary implementation, therefore they can be combined into one
However, the identification of U,, may help to indicate the ouset of an interfering

phase in future developments of the system.

Tl -1 e roensnitiop sysiem as presented in Chapler o has been built based an )

the automaton described above.

8.3 EXPERT SYSTEM TECIHNIQUES IN THE WORK OF
EVENT RECOGNITION

As described in chapter 6, event recogﬁition is a complicated problem which in
volves the application of an incomplete domaii of expert knewledge. From the Al
point of view, the main problems in designing an appropriate expert system arc.
(1) how to represent the expert knowledge (including experience); (2) how to up-
ply the nnordered expert knowledge during the search for a solution. “Knowing V
what one knows, and knowing when and how to use it”, seems to be an important

part of expurtize; this is usually termed “meta-knowledge”, i.e., knowledge about

knowledge.
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8.3.1 Representation of e pert knowledge — paramcters with

adjustable values

The expert knowledge collected in the automatic system developed in chapter €
includes travel time tables, differential time tables, and expert experience on the
character of seismograms summarised in Table 6.1 - Table 6.4.

Some of the knowledgze as obtained from a human expert is not immediately
suitable for representation i+ the computer. such as the term “steep high frequency
phase” (which is used to describe the appearance of phase PcP). We introdure
parameters to represent this kind of knowledge. Ior example, as indicated in Table
(.2, we use an angle of incidence parameter with a preliminary upper boundary value
of 16° to define the term “steep”. Similarly, we introduce frequency boundaries for
particalar phases (e.g., PeP, PP etc). And an arrival time retrieved from travel time
tables is always translated into a time range with a tolerance for small difference.
The values for these parameters may need to be adjusted during testing to ensure a

rehiable performance.

§.3.2 Knowledge application in the procedurce of seisinic event
recognition
The procedure of knowledge application is a procedure of reasoning. It is a kind of
engine in an expert system — called an “inference engine” in the ficld ol Artificial
Intelligence (Al).

Many expert system shells (software tools which help to construct expert systems}
usc the architecture of a rule-based system (see e.g. Ford, 1991), while rule-baseid
systems use decision trees to implement their inference engiues.

It would be very difficult to apply this kind of architecturc to our present apph-
cation of seismic event interpretation. Because at the present time, we don’t have
a precise and complete rule set and the limited domain of knowledge is subject to
continuous modifications and improvements due to the continuous development of

seismological expertise with broad-band data. The ideniification of seismic phascs
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is by no meaus a trivial exercise. Tn fact, many modern-day scismologists have lir-
tle direct experience in the routine “reading” of seismiograms. Isven experienced
seismologists can misidentify arrivals. given the many possibilities. The ISC (Inter-
national Scismological Centre) often reidentifies phases picked by station operators

who do not have accurate location estimates.

Since the unknown factors (origin time, distance, depth) are interacting with each
other through the expert knowledge in a complicated way and the available expert
knowledge is limited, using a normal rule-based architecture, the system could be
bogged down in endless searching.

To solve the problem of knowledge application in seismic event interpretation, a
new technique of “assumption tree” is proposed in chapter G. It was inspired from a
typical human research strategy - making assumptions and then using the inferences
arising from the assumptions. It is an attempt to make an efficient application of a
limited domain of expert knowledge while there are a number of interacting unknown
features to be constrained.

In the specific applicalion of seismic event interpretation. a three level assiiption
tree ias been uscd w guiae the application of expert kuowledge.

At the first stage, the tree grows out nine branches which represent nine different
asswnptions on the feature of “P-§" pair. Then the knowledge base whiclh only
depends on the “P-S” choice (represented by Table 6.1 and Tabic 6.2) can be applicd.
The inferred result, a constraint on some other features, is used to reject the cwrrent
choice or to constrain choices for later level unknown features. Tn othet words, the
result of the application of knowledge base is used to prevent the tree from growing
to its full size.

Similarly, at the second stage, every surviving node from the first level branches
into four child nodes, each with a different choice of depth. Then, knowledge which
depends on “P-§” choice and depth choice, represented by differential time tables,

can be applied to coustrain the distance.

When the distance is known, the knowledge which depends on distance, repre-

w

X/
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sented by Table 6.1, Table 6.2, and travel time tables, can be applied. And th-
result of the knowledge-application is used to measure the fitness of the curren
interpretation.

The separation of domain knowledge from the inference engine makes it easy 10
update the cxpert knowledge in the future. The cntities in the seisimological expert
systemn and their relationships are illustrated in Figure 8.4.

The domain knowledge is partitioned into six groups: Table 6-1 — Table G-1. -
travel time tables and differential time tables, whicli represent distinctive specialists
(or independent knowledge sources). The application of these knowledge sources is
scheduled by the assumption tree. Solutions are built up on a global data struc-
ture, the “information package?, which represents a type of “blackboard” (whien
is a techinique in the field of expert system). This particular type of blackboard
- the information package - has multiple existences during processing. They are
dynamically crected and evoluted winh tie uevdiopsneni of i assunipiion tree. i
fact, the assumption tree method combines the blackboard and reasoning schednler
into an integral tree structure.

Thee baomnbine oooun

taae ‘."\'1\.\‘]!\:1!"!‘ ilfnym. :\v-,-(\--r”‘wr tn H\ni:
L nwle B A :

prenmuses (or conditions), the asswmptlion tree method has euabled efficient kuow]

edge application in the complicated problem of seismic event interpretation.

8.3.3 A complementary description of the assumuption tree method

The assumption trec is a new autonmtic reasoning method which is presented
this thesis. Although proposed for the design of a seisinological expert system. it i
a general approach to an efficicnt automatic reasoning with limited domain exprit
Kinowledge.

This section gives a generalised description of tlie assumption tree method and
some important design criteria when applying this method. The material presented
nuay guide to design a new type of expert system shell ~ “an assumption tree exjpert

system shell” - for a wide range of expert-systen applications.
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8.8.8.1 Suitable applications of the assumption trec method

The application problems which fall under the umbrella of the assumplion tr. -
method have the following common description: given a collection of expert knowl-
edge and a partial description of an unknown object, to constrain the choices fi.
the object. The “partial description” refers to a constraint on part of the features
which describe the object. The expert knowledge which is available is a collection
of procedures or rules, eacli of which produces a constraint on a subuet of featuse-
following from a constraint on another subset of features,

To help later discussions, denote all the features which describe thie object as
= {0 P By B B )
T'he number of choices for I is denoted as n,, and all the possible choices for I can
he represented as
Hl == { [A,l; fl.’.!) f|.3; reey fA.n,}-

8.3.9.2 The assumplion tree: structure «d reasoning algorition
The structure of an assumption tree is given in Figure 6.3, Ivery feadure {or facto:
corresponds to a specific level (or generation) in the assumption tree. Branchin,
of the tree al a specilic level is made according to the choives ol the correspoudim
feature,

Kuowledge application is organised according to the level in the asswaption tir

At cach level, a different set of expert kuowledge is retrieved. As ordered from ro

to leaves in Figure 6.3 (K, Fy, ..., F,), the domain knowledge itens is divided i

i groups according to the order they will be applied :

{S)) = knowledge items which only rely on thie choice of Fy,
(83) == (knowledge items which rely on Iy and F) - Sy,

3) = (knowledge items which rely on Fy, Fy and I3) - 53 - 5),

(Sm) = (knowledge items which rely on Iy, Iy, ..., and F,,) - 5y - 59 - ..o -8

At the dth level] of the assumption tree, knowledge set S, is applied.
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Every node in the asswnption tree carries an information package (denoted as /

which records the current constraints on all features:
]:{11\]2\]3)""[l“"'[m}) IFC]{I

The reasoning algorithm begins from the root node. The information packu..
at the root may contain a constraint on some of the features {which represents
individual evidence), and full ranges of choices for the other features. The 1oot
node branches into n; child nodes according to the number of choices for the first
level fealure Fy (which is recorded in the information package), and the information
package of the root is copied into every child node. Bach child node has a different
choice for Iy (denoted as fi;), therefore, in its infornuation package he constrain
on My ois updated with ihe on])’; choice of fi,. Then, every norle searches in the
knowledge set Sy for applicable items from the knowledge base. The application of
an item of knowledge will produce new constraints on some other features. lor
new constraint for the feature F;, denoted as [0 when I N 1 is an empty sel. o
contradiction oceurs, and the growth of the current node is terminated; otherwise,
the ol constraint [, is replaced with [ [0 Afrer the pracednre of the application
of knowledge, a surviving node continuss to branch according to the choices for the
next level feature, and the procedure will continue recutsively until the current nod:

is rejected or a leaf of the assumiption tree is reached,

8.3.9.9  How to arrange features in an assunplion tree
While applying the asswption tree method toa general application of expuerl systenn
design, a question arises: how to place the m features on different levels ju the
assuption tree so that it can work most efficiently ? That is, which permutation
to choose from ! possible choices 7

Suppose: (1) all the knowledge items will be used to terminate a current node.
(2) the order of Fy, Iy, ... , I, is chosen as the order {rom root to leaves in the

assumption tree,

For an item of knowledge, the earlier it is applied, the more eflicient it is used.
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For example, application of an item of knowledge in the first generation will reject
Tig X Tig X Ty % oo X T, solutions (note: m, is the number of choices for the featwe
F,), while application of an item in the Jast generation can only reject one solution.
Thus, the number of choices for every feature shall be taken into cousideration. The
feature with more choices might hetter be placed at a later gencration.

Since all knowledge items compele with each other for carlier application, we shall
take the order from the earliest generation to the latest while arranging the features
ot the assumplion tree Lo achieve the best integral efficiency.

As described previcusiy, the knowledge set which is applied at the 2l level is S5,
Let the number of kuowledge items in S be &, and A, represents the upper limit of
the numbuer of knowledge items which could be applied at the il generation,

As mentioned above, firstly we shall choose a feature (from the e features) for
the first generation. ‘The number of solutions which would be eliminated at the fivst

ceneration can be measured as
O = s ¥ g X1y Yo, X, %k

e greoter the value far €y, the bigher the anality of the asswnption tree,

For the second generation, the actual number of knowledge items applied at run
time would depend on individual applications, "T'lis is because that, the first geney
ation  plications might have cut oft some branches so that the second generation
would not grow to full size. However, we can still use the uppet limit munber &, to
evaluate the average efficiency. The etliciency of the second generation can still b
measured as

Q'_J =Tl X Thy Ty X YoM X .l\":.

Generally, the quality of the ith generation is given by

1

O, = M1 X Thigo X Mgy K oeen W, k.

We can use this quality measure to choost appropriate features for all the levels of

the assumption tree from root to leaves.
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8.9.8.4 The choices for the "assumption features”

The features which appear as specific levels in an assumption tree, named “asswmyp
tion features”, are not limited only to the apparent {eatures whicli describe the
object, they can also include some redundant classification features, which coulil
sonietime greatly improve the performance of knowledge application. ot example .
in the previous seismological interpretation system, the classification of “P-58" pai
modcls is a redundant classification which is a combination of o distance constraint
and two constraints on phase-identity. When some combinations of constraints on
original features frequently appear in the premise part of some knowledge items,
they may suggest o gpood choice of a redundant classilication feature, Whether or
not to include this kind of choice into the structure of the assumption tree can he

decided by using the quality measure whicl is deseribed above,

8.59.9.5  The new idea in the assumption tree method

Although the assumption tree tmethod lias been designed wor a particular group ol
applications, we can compare it with other general reasoning methods ina chiar
teristic aspect,

The migor new idea in the assumption tree method is to schedule reasonine ac
cording to the expert knowledge which is available.

In the field of expert systeny, typical exanples of the control mechunism for rea
soning are “backward chaining” (or “backward reasoning”™) and “forwind chaining”
(or “forward reasoning™) (see c.g. Jackson, 1990), Backward chnining entails taking
a conclusion first, then seeking evidence to support it Forward chaining works i
the reverse direction, the system tries to find a rule whose conditions are now sl
isfied by the information. Tn the case of insuflicient evidence and insuflicient expert
knowledge while the choices for the solution are many, using the backward chaiu-
ing method the reasoning procedure may never terminate; while using the forward

chaining the reasoning procedure might not be able to progress Lo any solution (due

to insuflicient evidence).
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b
In contrast, in the assumption tree method, the reasoning procedure is chaine |
) B neither from evidence Lo solution nor the other way around, it is direcled in a pu.
dectded order which has taken into consideration the distribution of knowledge with
the features (as described in section 8.3.3.3). The new idea is to follow front “whi ’
one knows” Lo decide “when and how to use it". lu this way, the assumpiion tro
method could apply knowledge more efficiently in the case of insullicient knowl
edge and evidence, and the reasoning procedure is guaranteed to terminate i any - ]
clrcistance,
)
)
)
)
)




Bibhography

Arderson, 1V 1T 01961 Blactie wave pronayation jn Invered anisotrosde pueding 0o Geophys. 1

66, 2003 2963,
Anderson, DLy 19549, Pheory of Lhe Bacth, Blackwell Scientilic 'ublication:, Boston, 366 p;-
Anderson, DL Lo & Dziewonskic Ao M., 19820 Upper-mantle anisotropy: evidence froin free

ascillations, Geophys. J. Royal Astron. Soc.. 69, 383401

Ando. M Ishikawa Y, & Yamazaki, I, 1083, Shear-wave polatization-anisotropy in the upp

niantle beaeath Honsho, Japan. Jo Geophys. Res. 8505850 6841
Booker, Ao & Mitronovas, W 1901 An application of statistical diserimination to classity
seistie events, Julls sewsm. Soes Am,, 540 901-07)
Bowian, J.0 R & Ando, M 1987, Shear-wiave splitiiss o the upper-mant e wedae ahove th
C Tonga sabaluetion zone, Geopleys, J. I Astron. Sor, 88, 2549,
Hreiman, L., Friediman, J., Olshen, I, & Stone. CL 1950 Clussification end vegression Lrecs,

Belimont, CA: Wadsworth Inbernational prong.

Corveuy, V., Molotkov, 1. A. & Péenétk. 1., 1977, Ray method in seismology, Univer sita Kari

Pridi,

Chen, CLILL 19820 Application of pattern recogaition to seisinic wave interpretation, dppliee:

of pattern recognition. 107-119, Boca Raton. Fla : CRCO Press.
Christensen, No Lo & Salisbury, ML 1979 Seismie anisotvopy in the upper mantle: Fvidens

from the Bay of Islands ophiolite complex, J. Goophys, Res., 84 46014610

Clarke, 1.0, 1993, The complete ordered ray expansinn - [ Caleulation of synthetic seisimogre..

Geophys. J, Int., 115, 421-434.
Dey, 8.C.. Kennctl, BN, Bowman, JR. & Goody, Al 1993, Variations in the upper mantl
velocity structure under northern Australia, Geophys. J. Int., 114, 30-310.

Dufty, T., & Andersou, D. L., 1989. Seismic velocities in mantle minerals and the mineralogy

of

173




&
.
;
)‘.
.
-
¢ &
|
T
)

Al
Lo
i
O
i
.
}
B
)
¥

i
.
at
oA
4
B
H
.(
§
.
|
t

IHibliography ]

-1

the upper wmantle, J. Geophiys, Res.. 94, 1395-1912

Dziewonski, A, M. & Anderson, D Lo 1030 Poeliminasy veferenee - aathonoded Féys. Fordd,
Planet. Inter.. 25, 207-350.

Foule, P0S0 & Sheaver, PN 1904, Chasiertonsation of globe, sismopains visie o
antor aie-picking, algovithon, Bell S0 e Socs Ar 840 366-370.

Ford, N.. 1901, Expert systems and artibiciad nrelligence, Libravy Assoviation I'atbshing, Lo

Fao K0S 1900 Syatactio inethods in pretenn tecoguition,: 205 ppa. Acielems Poos-0 New Y,
and London

Fuchis, Ko 19830 Recently formed elastic azi-otiopy ad petrologival models for the continental.
suberustal thosphere in southom Getneea, Phys Laeth Plaaet. Tnter, 31, 03-118.

Iukio, Vo 1951 Se§ evidenee for anisotropy i the canth’s mantle. Notore, 308, 695-608.

Gootze, C, & Kohldstede, D Lo, 19730 Laboratory study of dislocation clunb and difiusion in
olivine, J. (:'('n/ih_l/.\‘. Res.. T8, 5961-0971.

Goody, A 1991 Bromwl-band studies of the upper mantle heneath northern Australia, honours
theats, Anst. Natl, Univ., Canbierra

Cudnnundsson, O Kenoett, BLING & Coordys AL 19050 Broad band observations of upper
maittle seismie phases in northern Australia and the attenuation stouceare i the uppet
mantle, Dhys. Farth Planet. Intee., 84 '

lacer, B B0 8 O'/Connells Ry 1979, Kinemetic models of Luge-seale Bow in the carth’s mantle
JoGreoaphys. Besoo 840 1031-1048,

Hearnd ' TOS L P travel times in Southern Calitoinie, . Geoplps Jos 690 10 15-1855,

Hendeajova, AL 19310 A stady of S-body wivae velorr v stnetur e sn the g e down to 1100

Ly G, thee Vearnannunga seisinre aras oDy thesis, Ave Mol Ui Canberra,
He O 106 1 Setanie andsotropy of the vppenmost neer e nndes oceanss Mot 208, 6249
Horowit 2 S 10 1977, Peak recopuition in waselornes. Seetactze o oo oo 00 Appleati:

S1-100 Springer-Verlag Berlin Hetdelbeg, New Yok,

Jackson. 19900 Introduction to expert syatems, 2nd edo Addison Wealey

Cdotmet, Boo & Jobert, N 1982, Variation with azge of enisatropy vneder aveans - from grreatscire

sutlnee waves, Geophys. Ies. Lot 9. 1740-)8).

Narato, 5.0 & Lis P 1992, Diffusive creep i perovakive: Tmpheations lor the v aloay of the
lovwer mantle. Scienee, 255, 123%-12 40

Feonett, WLN. Gudinnnd <ons Q. & Tone, Coo 1001 The apper maatle S aned P ovelocity
straetie heneath Notthern Anstrabia from beviel-baned obsevvadione, Phy< Earth Plane:
fnt.. BG, 85-08.

Kennett, BULN, 19910 The removal of free saifice intesietions from theee-component
seismograuns, Geophys. J. ]!;l., 104. 153 -163.

Rennett. B Lo N & Bogdahl, R 1991 Travel times for plobal carthquake locition and phase

association, Geophys, J. Int, 105, 429-405.
Kennett, B. L. N., 1991, TASPE!I 1991 Seismologicul Tubles, Biblioteeh, Cauberra.




Bibliography 175

Kennett, B.L.N.. 1993, The distarce dependaiae of regional phase discriminants Buil. seism.
Soc. Am.. 83, 1155-1160.
Kennett, B. L. N 1995, Event lociation and < ,-ioe characterisation, in Moniiormg o

Comprehensive Test Ban Treaty. eds E. S Husehye & AL M. Dainty. Kinwer, Dordrecht.

Mainprice. D. & Silver, . G., 1993. Interpretztion of SKS waves using samples fronn the

3 . subcentinental lithosphere, Phys. Earti- Pienct. Int., 78, 257-280.

: J Montagner, J-P.. & Tanimoto, T.. 1991, Gio'.zl upper-mantle tomography of scismic velocities

g ‘ and anisotropy, J. Geophys. Res.. 96. 20337-20351.

5f Mykkeltveit, S.. Ringdal. F., Kvaerna. T.. & Alewine. W, (1990} Application of regional arve:. -
! N in seismic vertfieation research., Bull. Scis--. Soc. Am, 80, 1777-1800.

. Natal, H-C.. Nakamishi, L. & Anderson. D. L.. 1936, Measurements of mantle-wave velocities a:. :

inversion for lateral heterogeneities and wnisotropy, 3, Inversion. J. Geophys. Ies., 91,
7261-7307.

Nicolas, A, Bouchez, J. L., Boudier. F, & Mercter, J. C., 1971, Textures, structures and fabrics

due to solid state flow in some European lherzolites, Tectonophysics, 12, 65-86.
tvicolns. AL Boudier. F. & Boullier, A. M., 1673. Mechanisms of flow in naturally and
experimentally deformed peridotites. A J. Sei., 273, 853-870.
_ Nicolas, A.. & Poirier. J. ., 1976. Crystalline Plasticity and Solid-State Flow in Metammorphic
k| Rocks. Whiley, London, 437 pp.
Nicolas, A.. & Christenseu, N. L. 1937, Forniation of anisotropy In upper-mantle peridotite -

review, Nev. Geophys., 25, 111-123.

Pavlidis, T., 1971, Linguistic aualysis of waralanins Software Engincering Vol 2. (J. Tou. ed).

Academic Press. Now York,

Press. W. H., Flannery. B. P Teukolzky. S0 40 & Vetterling WL T, 1938, Nunierical Recipes,
Cambuidge University Press,

Paaatt, RW. Shor, G. G Francis. T. 3. G & NMowids, GL 31989, Anisotropy of the Pacific
upper mantle. J. Geophys. Nes.. T4, 30073100

tegan, J. & Anderson, D. L.. 1934, Anisotroric uiodels ot the upper mantle, Phys. Earth Planc
Inter., 35.227-203.

Shearver, I ML, & Orcutt, J., 1986, Compressizne! and shrar-wave anisotropy in the occanic
lithosrhere. Geophys. J. Royal Astron. $::.. 7. 967-1003.

Shver. PG & Chan, W, W 1991, Shear-wana
J. Geophys. Res.. 96, 16429-16454.

Stockman. G., Kanal. L. & Kyle. M. C.. 1970 Structural pattern recognition of carotia pulse

splitting and subcontinental mantle deformati-

waves using a gentral waveform pavsing <voen Comm. Assorc. Comp. Mach., 19, 688-695.

Tanimoto. T. & Aunderson. D. L.. 1634, Maping convection in the mantle. Geophys. Res. Lett..
1. 287-290.

Thomson, C. J., Kendall, J-M., & Guest, W. £.. 1992, Geometrical theory of shear-wave splittin.
corrections top ray theory for interference in isotropic/anisotropic tr nsitions, Geophys. J.

Int., 108, 339-363.




Bibliography : 176

Tong. C., Gudmundsson, O. & Kennett, B. L. N.. 1994, Shear wave splitting in refracted waves
returned from the upper mantic transition zone hbeneath northern Australia, J. Geophys.
Tes, 98, 15,783-15.797.

Tong, C., 1993. Characterization of seismic phases - an automatic analyser for scisiiograms.
Geoplys. J. Int., 123, 937-047. f

Tong. C.. & Kennett. B. L. N.. 1995. Towards the identification of later svistuie phases. Geophy;.
J. Int, 123, 948-938.

Tong. C.. & Kennett, B. L. N, 1996. Automatic seismic event recognition and later phase
identification for broad-band seismograms. Bull. Seism. Soc. Am.. sulnnitted in November
1995.

Vinnik. L. P.. Kosavev, G. L., & Makeyeva. L. 1.. 1984. Anisotropy in the llil.]msphcm from the
observations of SKS and SKKS, Dokl. Acad. Nauk SSSR, 278, 1333-1339.

Vinnik, L. P., Makeyeva, L. 1., Milev, A., & Usenko, A. Y., 1992. Global patterns of azimuthal
anisotropy and deformations in the continental mantle, Geophys. J. Int., 111, 433-447.

Yu, G. K., & Mitchell, B. J., 1979. Regionalized shear-velocity modcls of the Pacific upper mantie

from observed Love- and Rayleigh-wave dispersion, Geophys. J. Il Astron. Soc.. 57, 311-311




